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ABSTRACT
A two-phase, low-Mach-number flow solver is created and verified for variable-density liquid and gas with phase change. The interface is sharply captured using a split volume-of-fluid method generalized for a non-divergence-free liquid velocity and with mass exchange across the interface. Mass conservation to machine-error precision is achieved in the limit of incompressible liquid. This model is implemented for two-phase mixtures at supercritical pressure but subcritical temperature conditions for the liquid, as it is common in the early times of liquid hydrocarbon injection under real-engine conditions. The dissolution of the gas species into the liquid phase is enhanced, and vaporization or condensation can occur simultaneously at different interface locations. Greater numerical challenges appear compared to incompressible two-phase solvers that are successfully addressed for the first time: (a) local thermodynamic phase equilibrium and jump conditions determine the interface solution (e.g., temperature, composition, surface-tension coefficient); (b) a real-fluid thermodynamic model is considered; and (c) phase-wise values for certain variables (e.g., velocity) are obtained via extrapolation techniques. The increased numerical cost is alleviated with a split pressure-gradient technique to solve the pressure Poisson equation for the low-Mach-number flow. Thus, a fast Fourier transform method is implemented, directly solving the continuity constraint without an iterative process. Various verification tests show the accuracy and viability of the current approach. Then, the growth of surface instabilities in a binary system composed of liquid $n$-decane and gaseous oxygen at supercritical pressures for $n$-decane is analyzed. Other features of supercritical liquid injection are also shown.

Published under an exclusive license by AIP Publishing.

I. INTRODUCTION

A need to achieve elevated operating pressures exists in engineering applications involving chemical combustion of fuels (e.g., gas turbines and liquid propellant rockets). Optimization of combustion efficiency and energy conversion per unit mass of fuel points to the design of high-pressure combustion chambers. Examples include diesel or gas turbine engines, which operate in the range of 25–40 bar, or rocket engines, whose operating pressures range from 70 to 200 bar. Moreover, the mixing process of the fuel with the surrounding oxidizer, as well as its vaporization in the case of liquid fuels, also dictates the overall performance of the combustion process.

Understanding the physics behind the mixing process of a liquid fuel (i.e., atomization and vaporization) is crucial to design the combustion chamber size and the injectors’ shape and distribution properly. Many experimental and numerical studies addressing this issue have been performed at subcritical pressures. In this thermodynamic state, liquid and gas are easily identified, and both fluids can be approximated as incompressible fluids (except in transonic or supersonic regimes). However, well-known fuels such as diesel fuel, Jet-A, or RP-1 are based on hydrocarbon mixtures whose critical pressures are in the 20-bar range. Thus, actual operating conditions occur at near-critical or supercritical (SC) pressures for the liquid fuel.

Experimental studies performed at these very high pressures show the existence of a thermodynamic transition where the liquid and gas become difficult to identify. Both phases present similar properties near the liquid–gas interface, which is rapidly affected by turbulence while being immersed in a variable-density layer. Therefore, this behavior has often been described in the past as a very fast transition of the liquid to a gas-like supercritical state, neglecting any role of two-phase interface dynamics. Nevertheless, evidence of a two-phase behavior at supercritical pressures exists based on requirements that liquid and gas should be in local thermodynamic phase equilibrium (LTE) at the interface.

The observations from experiments at supercritical pressures (i.e., the resemblance with a gas-like turbulent jet) are consistent with fast atomization caused by the extreme environment and the failure of the experimental techniques to capture liquid structures accurately. Because liquid and gas look more alike near the interface, surface-tension forces
are reduced, and gas-like liquid viscosities appear. Therefore, the interface may be subject to the rapid growth of small surface instabilities and fast distortion, which can cause an early breakup of very small droplets. Although some progress is being made toward new experimental techniques to capture the two-phase behavior in supercritical pressure environments, experimental methods relying on traditional visualization techniques (e.g., shadowgraphy) might suffer from scattering and refraction issues due to the presence of a cloud of small droplets submerged in a variable-density fluid. Numerical results of incompressible liquid round jets and planar sheets under conditions similar to those found at supercritical pressures also support this reasoning.

At supercritical pressures, diffusion layers with strong variations of fluid properties grow on both sides of the interface. To maintain phase equilibrium at the interface, the lighter gas species dissolution into the liquid is enhanced. Thus, mixture critical properties change near the interface and, in general, the mixture critical pressure is above the chamber pressure. Delplanque and Sirignano were the first to adopt the term “transcritical” to characterize situations in which two phases coexist because the fuel’s pressure is supercritical, but the interface temperature is subcritical. These works looked at droplet vaporization at supercritical pressures and the implications on fuel combustion. Other researchers, such as Yang and Shuen, followed suit with similar studies. A two-phase interface can be maintained until sufficient heating increases the droplet temperature, at which point the liquid surface reaches the mixture critical point and transitions to diffusive-controlled phase mixing. Consequently, since critical pressure depends on composition, there can easily exist a fluid region where a subcritical domain is neighbored by a supercritical domain, with near-uniform pressure across both domains.

Dahms and Oefelein and Dahms have extensively discussed and quantified the interface transition from a two-phase behavior to a continuum at supercritical conditions. At supercritical pressures, but subcritical temperatures, the interface phase transition region is only of a few nanometers thickness, which widens as temperature increases toward the mixture critical point. The examples provided do not show interface thicknesses larger than 8 nm for typical hydrocarbon–nitrogen mixtures. At lower interface temperatures, LTE is well established and diffusion layers of the order of micrometers quickly form around the interface. As the interface temperature nears the mixture critical temperature, the interface enters a continuum domain if the molecular mean free path is substantially smaller than the interface thickness (i.e., Knudsen number below 0.1). Although larger temperatures increase the molecular mean free path, the high-pressure environment may reduce it. Once a continuum regime is achieved, the proper model for the interface is a diffuse layer with sharp gradients, similar to the supercritical state, where classical LTE is no longer valid. Nonetheless, an analogy with compressive shocks in supersonic flows suggests that the interface can be considered a discontinuity under LTE or the proper set of boundary conditions with a jump in fluid properties across it. Note that the non-equilibrium layer thickness for a shock is at least an order of magnitude greater than the phase “non-equilibrium” transition region, and a shock is treated as a discontinuity for practical purposes. The transition layer is described as a phase non-equilibrium domain following the literature even though the thermodynamic equilibrium of the continuous fluid is maintained across the layer. The distinction between the two phases disappears, thereby breaking down classical phase-equilibrium laws. The non-equilibrium terminology arises from the use of non-equilibrium molecular dynamics to model and study the thickening of the phase transition layer. Therefore, the existing semantics in the literature is not optimal.

Further evidence of this transcritical behavior and the interface transition to a diffuse layer is seen in Crua et al., where experiments of fuel injection at a wide range of high pressures and temperatures relevant to diesel engines show the existence of droplets at supercritical pressures for the liquid fuel. These droplets are strongly affected by the mixing around them and the reduced surface tension before heating eventually causes a transition to a diffusive mixing.

The temperature range where two phases coexist at enginerelevant conditions decreases considerably with pressure, either because the mixture critical temperature drops below typical injection temperatures or because the dense fluid has a molecular mean free path at least an order of magnitude shorter than the phase transition layer. Therefore, other works such as those from Zhang et al. and Wang et al. analyze the injection of liquid fuels at supercritical pressures and high temperatures without identifying a phase interface. The chamber pressure of 253 bar is well above the critical pressure of any of the analyzed fluids, and two phases cannot coexist in the range of observed temperatures (i.e., above 490 K).

Other numerical frameworks have recently been developed to address transcritical and supercritical flows based on a diffuse interface approach without surface-tension force. These works do not identify a phase interface under the assumption that the transport between the two phases is driven only by diffusion. Fluid properties vary continuously within a finite region, and surface tension is neglected. Instead, these works focus on transcritical issues such as the pressure numerical oscillations generated by the equation of state near the critical point. This diffuse approach could yield inaccurate results since two phases may coexist at transcritical conditions where the pressure is supercritical but not the temperature. Additionally, local variations in composition, temperature, and pressure may lead to an unstable mixture and phase separation in a transcritical environment. Therefore, two-phase dynamics (i.e., surface tension and phase change) may be important in certain flow regions.

The intrinsic complexity of supercritical fluids presents a challenge to the scientific community. A modeling and numerical framework are needed to address liquid fuel injection at supercritical pressures. Evidence points to a transcritical two-phase behavior of the atomization process, at least at the liquid-core level and in a wide range of supercritical pressures. It may be possible that small droplets or liquid regions at very high temperatures do experience a transition to a supercritical fluid state. Some of the challenges of a two-phase model include the following: (a) the non-ideal fluid behavior at supercritical states must be captured via a thermodynamic model (e.g., a real-gas equation of state); (b) LTE governs the state of the liquid–gas interface, while both phases exchange heat and mass. Moreover, the interface should be treated as a sharp discontinuity, where fluid properties such as density or viscosity are discontinuous, as well as the heat fluxes and concentration gradients into the interface; (c) the interface location must be appropriately captured; and (d) a computationally efficient method is desired since the additional requirements to solve supercritical flows are costly.

Various interface-capturing methods exist, such as the level set (LS) method by Sussman et al. and Osher and Fedkiw and the
A more comprehensive review of interface-capturing and interface-tracking methods can be found in Elghobashi.64 The LS method has been widely used in the literature. It tracks a distance function to the interface, and a sharp representation is achieved by combining it with a ghost fluid method (GFM).65,66 However, the GFM applied to compressible non-ideal fluids at supercritical pressures is not straightforward and the LS method suffers from numerical mass loss. That is, numerical errors in both the advection and reinitialization of the LS artificially displace the interface. This problem worsens in high-curvature regions relative to the mesh size. Therefore, it becomes difficult to address this issue in atomization simulations where a cascade process toward smaller liquid structures occurs. Even if the LS transport equation is discretized with high-order numerical schemes (e.g., WENO) or using the more accurate gradient augmented level set method,66–69 some degree of mass loss exists.

On the other hand, VOF methods that conserve mass to machine error exist.61 The VOF method tracks the volume occupied by the reference phase (i.e., the liquid) in all computational cells, and it handles vaporization or condensation naturally. The governing equations are solved with a sharp interface approach that only diffuses the interface in a region of the order of $O(\Delta x)$ by volume-averaging fluid properties at interface cells and including jump conditions as localized body forces.64,65 The VOF is a better option than other diffuse-interface approaches based on the LS method, which impose a numerical interface thickness of $O(3\Delta x)$ that can overlap with the actual diffusion layers.61–63 Therefore, the VOF method is preferred here.

VOF methods such as those developed by Baraldi et al.65 Dodd and Ferrante64 and Dodd et al.65 are good starting points to develop numerical tools for transcritical atomization. Even though these works are developed for incompressible liquids with or without phase change, they are computationally efficient and satisfy mass conservation while keeping a sharp interface. Recently, this methodology has also been extended to two-phase flows with phase change where the gas phase is compressible.66 Few works address the extension of VOF methods to compressible liquids,67–69 much less address the non-ideal thermodynamics at high pressures.

This paper introduces a numerical methodology to solve low-Mach-number, compressible two-phase flows at supercritical pressures. A discussion on the applicability and limitations of the proposed model is presented in Sec. II. The necessary governing equations are presented in Sec. III, and a summary of the thermodynamic model used to represent non-ideal fluids is presented in Appendix A. In Sec. IV, we extend the VOF method from Baraldi et al.65 to track compressible liquids with phase change. The main bulk of the numerical approach and algorithm to solve the governing equations is presented in Sec. V. To ease the computational cost, the pressure-correction method by Dodd and Ferrante64 for incompressible flows is extended to low-Mach-number flows with phase change. Thus, a fast Fourier transform (FFT) method can be used to solve the pressure Poisson equation (PPE). Finally, Sec. VI presents some test problems to verify the methodology and determine its viability to simulate liquid injection at supercritical pressures.

II. MODEL DESCRIPTION AND PHYSICAL LIMITATIONS

The theoretical model and the numerical approach described in this paper aim to address the solution of weakly compressible two-phase flows in a high-pressure thermodynamic regime (i.e., supercritical for the liquid), but still below the mixture critical point. That is, the interface between both fluids is at a sufficiently low temperature relative to the mixture critical temperature. As previously highlighted, two phases can be sustained in this transcritical domain as LTE defines the interface state and the enhanced mixing in the liquid phase modifies the critical properties of the mixture. A comprehensive analysis of the thermodynamic complexity of this injection environment representative of real engines is presented in Jofre and Urzay.67 As shown in Fig. 1 of Jofre and Urzay,67 a two-phase problem with diminished surface tension and finite energy of vaporization may exist near the injector before the interface temperature reaches the mixture critical point (i.e., diffusion critical point). Close to the mixture critical point, the interface enters a diffuse and continuous transition from the liquid to the gas phase with sharp gradients confined in the nanoscale (i.e., works by Dahms and Oefelein68–69). Beyond the mixture critical point, no further distinction between liquid and gas can be made and diffusive mixing between both fluids occurs.

The proposed model does not address the interface transition to a supercritical state or the interface behavior near the mixture critical point where classical LTE does not apply. Also, the combustion chemical reaction between fuel and oxidizer is not considered. Instead, it focuses only on the early stages of the fuel injection process, where two phases coexist. Previous works have shown that the interface equilibrium temperature is very close to the liquid bulk temperature,67,68,69 while typical liquid hydrocarbon fuels are injected at relatively low temperatures. Heavy hydrocarbon mixtures have high critical temperatures (e.g., $T_c = 617.7$ K for $n$-decane); therefore, the interface can stay away from the mixture critical point before substantial mixing and heating occurs, either caused by a sufficiently hot oxidizer stream like in Jofre and Urzay69 or by downstream combustion. In that case, the fuel-oxidizer mixing can be driven by two-phase atomization under high pressures before the interface transition to a supercritical state occurs. Thus, such a resolved two-phase model is a powerful tool to analyze the physical phenomena driving the liquid fuel early mixing stage at engine-relevant conditions and better understand the physical setup of downstream phenomena.

Note that turbulence models are not considered in the governing equations presented in Sec. III. Liquid atomization involves a transition from laminar to turbulent flow, but where the early times of the liquid deformation cascade can be modeled following a direct numerical approach. A sufficiently fine mesh may capture the quasi-laminar flow as liquid structures form, and ligaments and droplets break up.

The thermodynamic range of two-phase coexistence is a particular feature of a given fuel-oxidizer mixture and a careful individual analysis to determine whether a two-phase solver can represent reality and under what conditions is needed. Further justification of the proposed approach for the type of mixtures analyzed in Sec. VI is shown in Fig. 1. Using the thermodynamic model presented in Appendix A, phase-equilibrium diagrams are plotted for the binary mixture of $n$-decane/oxygen as a function of interface temperature and pressure [see Fig. 1(a)], which show the thermodynamic region of two-phase interface coexistence. The $n$-decane/oxygen mixture has been chosen as representative of hydrocarbon-based liquid fuels used in many engineering applications and other fuel-oxidizer configurations should behave similarly (e.g., diesel–air). The interface temperature range analyzed in this work is bounded by the bulk temperature of each phase without chemical reaction. The examples provided in Sec. VI for the binary mixture of $n$-decane/oxygen have a liquid bulk temperature of
450 K and a gas bulk temperature of 550 K. Therefore, the interface equilibrium temperature is expected to remain close to 450 K and, in cases with strong mixing, the temperature upper bound is limited by the gas bulk temperature. For all analyzed pressures, the interface cannot reach a supercritical state. Even at very high pressures (i.e., 150 bar), the mixture critical temperature is very close to the pure hydrocarbon critical temperature.\(^1\)

Moreover, the Knudsen number criteria detailed in the works by Dahms and Oefelein\(^{30-32}\) and Dahms\(^{33}\) have to be analyzed to determine whether the interface, created through molecular force fields, has entered or not the continuum domain. Here, a rough estimate of the interface thickness, \(l_f\), growth with temperature is obtained by assuming an exponential growth similar to Fig. 6 from Dahms and Oefelein.\(^{31}\) The molecular mean free path of the vapor equilibrium solution is estimated using \(\Lambda = (k_B T)/(\sqrt{2 p d^2})\) where \(k_B\) is the Boltzmann constant, \(T\) the interface temperature, \(p\) the interface pressure, and \(d = \sum_{i=1}^N X_i d_i\) the average molecule kinetic diameter. The kinetic diameter is chosen as the representative molecule diameter since its definition is directly linked to the molecular mean free path. For oxygen, \(d_{O_2} = 0.346\) nm,\(^{30}\) and for \(n\)-decane, \(d_{n\text{-decane}} = 0.485\) nm.\(^{71}\)

The Knudsen number, \(Kn = \Lambda/l_f\), is plotted in Fig. 1(b) as a function of the interface equilibrium solution at various temperatures and pressures. The continuum criteria defined in Dahms and Oefelein\(^{31}\) of \(Kn < 0.1\) is only troublesome for the 150 bar case, where the estimates suggest the interface might enter the continuum domain at temperatures above 525 K. Nevertheless, the interface equilibrium temperature remains well below this threshold in the cases presented in Sec. VI, and the LTE interface model can be justified. As seen in Fig. 24 where some results of a three-dimensional symmetric planar jet at 150 bar are shown, only a few interface locations are close to the estimated theoretical limit where the interface is in phase non-equilibrium.

Other reported concerns for this type of flow are also considered. Stierle \(^{72}\) et al. have shown that the interface thermal resistivity or heat transfer efficiency has to be considered. For a large thermal resistivity, a substantial temperature jump exists across the interface and the phase non-equilibrium transition region must be modeled. Note that this condition does not imply that the transition layer has entered the continuum as in the works by Dahms and Oefelein\(^{30-32}\) and Dahms.\(^{33}\)

In this work, thermal conductivities are small at the interface, but the expected temperature jump across the interface is negligible when compared to the interface equilibrium temperature.\(^{31}\) Moreover, the stability of the mixture (e.g., diffusional stability) for non-ideal mixtures at high pressures is responsible for phase separation and the reappearance of a two-phase interface.\(^{31}\) No issues have been found during the simulation of various tests, which suggests that the composition obtained from the LTE interface model provides a stable boundary for the mixing occurring in both phases in the low-Mach-number environment for which the thermodynamic pressure remains constant. However, phase separation is possible in more complex scenarios where the local temperature and pressure change sharply and the local mixture composition becomes unstable.

Finally, various issues can be addressed in future works to improve the model and its performance, as well as widen the thermodynamic domain where it can be applied. For instance, the spurious currents generated around the interface under the VOF framework must be addressed, find means to reduce the added computational cost and handle higher interface temperatures with a diffuse phase transition model near the mixture critical point or a transition to a supercritical interface, similar to how Zhu and Aggarwal\(^{31}\) and Aggarwal et al.\(^{71}\) handle the transition from a two-phase interface to supercritical diffuse mixing in transcritical droplet studies. Nonetheless, the paper aims to lay out a clear framework to study two-phase flows at supercritical pressures and the early atomization of liquid fuels at engine-relevant conditions.

### III. GOVERNING EQUATIONS

The governing equations of fluid motion for compressible two-phase flows are the continuity equation

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{u}) = 0,
\]

and the momentum equation.
and the momentum equation

$$\frac{\partial}{\partial t} (\rho \tilde{u}) + \nabla \cdot (\rho \tilde{u} \tilde{u}) = -\nabla p + \nabla \cdot \tilde{T},$$

(2)

where \(\rho\) and \(\tilde{u}\) are the fluid density and velocity, respectively, and \(p\) is the pressure. \(\tilde{T} = \mu [\nabla \tilde{u} + \nabla \tilde{u}^T - \frac{2}{3} (\nabla \cdot \tilde{u}) I]\) is the viscous stress dyad, where \(\mu\) represents the dynamic viscosity of the fluid and \(I\) represents the identity dyad. For simplicity, a Newtonian fluid under Stokes’ hypothesis is assumed. However, fluid behavior is far from ideal at very high pressures, where both liquid and gas are very dense fluids and compressible. Thus, models to estimate the bulk viscosity or second coefficient of viscosity (e.g., Jaeger et al.) might be considered in future works to revise the use of the Stokes’ hypothesis. A comparison with the current fluid modeling will shed more light on the issue.

Furthermore, governing equations for the species concentration and for the energy of the fluid are needed. Only binary mixtures are considered in this work for simplicity, but the numerical framework can easily be extended to multi-component mixtures. For a binary mixture, only one species continuity equation is required. As shown in Sec. VI, the focus is on problems where the liquid phase begins as a pure hydrocarbon fuel (i.e., \(Y_2 = Y_F = 1\)), while the gas phase initially is pure oxygen (i.e., \(Y_1 = Y_O = 1\)). Choosing the oxidizer species, where \(\sum_{i=1}^{N-2} Y_i = Y_O + Y_F = 1\), the species transport equation is

$$\frac{\partial}{\partial t} (\rho Y_O) + \nabla \cdot (\rho \tilde{u} Y_O) = \frac{1}{\rho D_m} \nabla Y_O.$$

(3)

Here, a mass-based Fickian diffusion coefficient, \(D_m\), is chosen to model the diffusion flux due to concentration gradients. Thermo-diffusion (i.e., the Soret effect) is neglected. Although a high-pressure model is used to estimate this transport coefficient (see Appendix A), the use of more complex models to evaluate mass diffusion will be investigated in the future (i.e., generalized Maxwell–Stefan formulation for multicomponent mixtures).

The energy equation is written as an enthalpy transport equation as

$$\frac{\partial}{\partial t} (\rho h) + \nabla \cdot (\rho \tilde{u} h) = \nabla \cdot \left( \frac{\dot{\lambda}}{c_p} \nabla h \right) + \sum_{i=1}^{N-2} \nabla \cdot \left( \frac{\rho D_m - \dot{\lambda}}{c_p} h_i \nabla Y_i \right),$$

(4)

where \(h\) is the mixture specific enthalpy, \(\dot{\lambda}\) is the thermal conductivity, and \(c_p\) is the specific heat at constant pressure. Pressure terms and viscous dissipation in the energy equation are neglected under the low-Mach-number configuration analyzed in this work. The substitution \(\nabla \cdot \nabla T = (\dot{\lambda}/c_p) \nabla h - \sum_{i=1}^{N-2} (\dot{\lambda}/c_p) h_i \nabla Y_i\) is made, and Fickian diffusion is considered for the energy transport via mass diffusion. Moreover, this term demands the partial derivative of mixture enthalpy with respect to mass fraction, \(h_i = \partial h_i / \partial Y_i\), Note that this nomenclature must not be confused with the standard definition of partial enthalpy (i.e., species’ enthalpy at the same temperature and pressure as the mixture). Only for the ideal case, both approaches would be equivalent, and the mixture enthalpy would be equal to the weighted sum of the individual enthalpies of each species at the same temperature and pressure. For the convection and conduction terms, the proper formulation for mixture enthalpy at high pressures is used.

A. Interface matching relations

The solution of the governing equations is valid within each phase. However, a discontinuity in thermodynamic and transport properties exists across the interface. Thus, interface matching relations must be defined and embedded into the solution of each governing equation to connect both phases. This section defines such relations, while Sec. V addresses the integration of these matching relations into the numerical method.

The interface, denoted by \(\Gamma\), separates the liquid and gas domains. The subscripts \(l\) and \(g\) refer to the liquid phase and the gas phase, respectively. The normal and tangential unit vectors at any interface location are represented by \(\vec{n}\) and \(\vec{t}\), respectively, with \(\vec{n}\) defined positive pointing toward the gas phase. The mass flux per unit area across the interface, \(m'\), is positive when vaporization occurs and negative when condensation occurs. The vaporization or condensation rate is computed from

$$m' = \rho_l (\tilde{u}_l - \tilde{u}_g) \cdot \vec{n} = \rho_g (\tilde{u}_g - \tilde{u}_l) \cdot \vec{n}.$$

(5)

A pressure jump across the interface is caused by a combination of surface-tension force, mass exchange across the interface and a mismatch in the normal viscous stresses, as seen in Eq. (7). \(\sigma\) represents the surface-tension coefficient and \(\kappa\) is the interface curvature, defined positive with a convex liquid shape (i.e., \(\kappa = \nabla \cdot \vec{n}\)),

$$p_l - p_g = \sigma \kappa + (\tilde{\vec{e}}_l \cdot \vec{n}) \cdot \vec{n} - (\tilde{\vec{e}}_g \cdot \vec{n}) \cdot \vec{n} + \left( \frac{1}{\rho_g} - \frac{1}{\rho_l} \right) (m')^2.$$  

(6)

Because the interface properties may vary along the interface, the shear stress across the interface will not be continuous in the presence of a surface-tension coefficient gradient. The tangential stress balance is given by

$$\nabla \cdot (\tilde{\vec{e}}_l - \tilde{\vec{e}}_g) \cdot \vec{n} = \nabla \cdot (\nabla \sigma \cdot \vec{n}),$$

(8)

where \(\nabla \vec{n} = \nabla - \vec{n} \nabla (\vec{n} \cdot \nabla)\) is the surface gradient. While the normal force \(\vec{n} \sigma\) in Eq. (7) tends to minimize surface area per unit volume and smooth the liquid surface in two-dimensional structures, the surface-tension coefficient gradient along the interface drives the flow toward regions of higher surface-tension coefficient. Smoothing can also occur in three dimensions, but surface tension is also responsible for ligament thinning and neck formation leading to liquid breakup. Matching conditions for the species continuity equation and the energy equation become, respectively,

$$m' (Y_{Ol} - Y_{Ol}) = (\rho D_m \nabla Y_O)_g \cdot \vec{n} - (\rho D_m \nabla Y_O)_l \cdot \vec{n}$$

and

$$m' (Y_{Ol} - Y_{Ol}) = (\rho D_m \nabla Y_O)_g \cdot \vec{n} - (\rho D_m \nabla Y_O)_l \cdot \vec{n}$$

(9)
\[
\dot{m}'(h_g - h_l) = \left(\frac{\lambda}{\gamma_p} \nabla h\right)_g \cdot \vec{n} - \left(\frac{\lambda}{\gamma_p} \nabla h\right)_l \cdot \vec{n}
+ \left[(\rho D_m - \frac{\lambda}{\gamma_p})(h_o - h_f)\nabla Y_0\right)_g \cdot \vec{n}
- \left[(\rho D_m - \frac{\lambda}{\gamma_p})(h_o - h_f)\nabla Y_0\right)_l \cdot \vec{n}.
\]

where the energy matching equation has been simplified for the binary-mixture configuration.

Phase-equilibrium relations provide a necessary thermodynamic closure for the interface matching. LTE is imposed through an equality in chemical potential for each species \(i\) on both sides of the interface. This condition can be expressed in terms of an equality in fugacity,\(^76,77\), \(f_i\) as

\[
f_i(T_1, P_1, X_b) = f_i(T_g, P_g, X_g),
\]

where fugacity is a function of temperature, pressure, and mixture composition. From a thermodynamic point of view, the pressure jump where fugacity is a function of temperature, pressure, and mixture composition can readily be obtained on each side of the interface. The validity and limitations of this interface model for the mixtures considered in this paper have been discussed in Sec. II.

**B. Thermodynamic model**

The previous set of governing equations is coupled to a thermodynamic model based on a volume-corrected Soave–Redlich–Kwong (SRK) cubic equation of state\(^78\) and various models and correlations to estimate fluid and transport properties for the non-ideal fluid.\(^79,80\) For the low-Mach-number flows analyzed in this work, the thermodynamic pressure is assumed uniform. A summary of the thermodynamic model is presented in Appendix A (i.e., details on the SRK equation of state, models to evaluate transport properties and the surface-tension coefficient) and extensive details are available in Davis et al.\(^11\)

**IV. INTERFACE MODEL**

The accurate solution of the location and geometrical properties of the interface separating two immiscible fluids is of utmost importance in a two-phase fluid solver. In this work, a compressible extension of the VOF method is used to advect and capture the interface (Sec. IV A) and evaluate its geometrical properties (Sec. IV B). The method applies to cases where density on both sides of the interface is variable without regard to whether the variations are dependent on pressure, composition, or temperature. At high pressures, the dissolution of lighter gas species into the liquid phase is enhanced, thus causing the liquid volume to expand near the interface, that is, in addition to thermal expansion. Moreover, phase change is an essential feature of high-pressure environments, where vaporization or condensation can occur simultaneously at different locations along the interface.\(^13\) This behavior depends on the LTE and the balancing of the mass, momentum, and energy fluxes at the liquid–gas interface, as described in Sec. III A.

**A. The volume-of-fluid method for compressible liquids**

The VOF method\(^84,85\) advents a characteristic function, \(\chi(\vec{x}, t)\), with the fluid velocity, \(\vec{u}\), following Eq. (12). \(\chi = 1\) in the reference phase (i.e., liquid phase in the present work) and \(\chi = 0\) in the other phase (i.e., gas phase). The volume fraction, \(C = \int \int \chi dV\), represents the volume occupied by the reference fluid in a cell with respect to the total cell volume, \(V_o\).

\[
\frac{D\chi}{Dt} = \vec{u} \cdot \nabla \chi = 0.
\]

The advection of Eq. (12) is performed by extending the algorithm and VOF tools proposed in Baraldi et al.\(^87\) to compressible liquids with phase change. A three-step split advection algorithm is implemented, consisting of an Eulerian implicit, an Eulerian algebraic, and a Lagrangian explicit step (EI-EA-LE algorithm). Details about this algorithm and its extension to compressible liquids are explained in the following paragraphs and shown in Eqs. (15)–(17). Compared to the original EI-EA-LE method proposed by Scardovelli et al.\(^81\), the algorithm from Baraldi et al.\(^82\) is wisp-free and mass-conserving to machine-error precision for incompressible flows. Yet, numerical errors exist and are bounded by the accuracy to which \(\nabla \cdot \vec{u} = 0\) is satisfied and other errors introduced by the geometrical operations of the VOF method, which can be expected to increase when the liquid structure is under-resolved.

During the split advection of Eq. (12), the interface is geometrically reconstructed between steps using the piecewise linear interface construction (PLIC) method by Youngs.\(^85\) Although the reconstruction process is computationally expensive, the method presented in Baraldi et al.\(^87\) is computationally more efficient than other higher-order VOF methods (e.g., 3D-ELVIRA\(^86\)) and ensures that the volume fraction obtained by solving Eq. (12) is conserved. Therefore, mass is conserved to machine-error precision when the fluid density is constant. As reported in Haghshenas et al.\(^84\), this is only achieved by low-order convective schemes as the one used in Baraldi et al.\(^87\). This low-order advection scheme causes smearing of the solution around the interface, introducing geometrical errors as the interface is advected. Nevertheless, volume-conservation properties are favored over higher-order advection schemes and a sufficiently low CFL (i.e., Courant–Friedrichs–Lewy) condition is used to limit the magnitude of such errors.

Equation (12) is rewritten in conservation form accounting for mass exchange and fluid compressibility as

\[
\text{দীর্ঘতম গল্পক তথ্যটি পাঠানো হন।}
\]
\[
\frac{\partial \tilde{\rho}}{\partial t} + \nabla \cdot (\tilde{\rho} \tilde{u}) = \frac{\partial \tilde{\rho} \tilde{u}}{\partial \tilde{\rho}},
\]
(13)

where \(\tilde{m}\) is the mass flux per unit volume added to (condensation with \(\tilde{m} < 0\)) or subtracted from (vaporization with \(\tilde{m} > 0\)) the liquid phase. \(\tilde{m}\) is evaluated as \(\tilde{m} = \tilde{m} \delta t\), where \(\tilde{m} \delta t\) is the mass flux per unit area across the interface and \(\delta t\) activates the phase-change term only at the interface cells. The value of \(\tilde{m} \delta t\) is a result of the solution of the system of interface matching conditions discussed in Secs. III A and V B. Here, \(\delta t\) is obtained from the concept of interfacial surface area density as given in Palmore and Desjardins,\(^{68}\) whereby in a given region \(\Omega\) of the domain, \(\delta t = (\int_{\Omega} \delta S) / (\int_{\Omega} dV)\). This term is non-zero only at interface cells, where \(\delta t = A_{i}/V_{b}\), with \(V_{b}\) being the cell volume and \(A_{i}\) the area of the interface plane crossing the cell (i.e., obtained from the PLIC).

Notice the use in Eq. (13) of the reference phase density, \(\rho_{b}\) and a liquid phase velocity, \(\tilde{u}_{l}\). Because of the different fluid compressibilities and the velocity jump across the interface in the presence of phase change (see Sec. III A), the liquid phase has to be advected using a velocity field only representative of the liquid. Extrapolation techniques dealing with this issue are explained in Sec. V C. For the compressible liquid, \(\rho_{l}\) is the interface liquid density.

Integrating Eq. (13) over the volume of the cell and in time with a first-order forward Euler scheme, an equation to update the volume fraction of a given cell is obtained as

\[
C_{l+1} = C_{l} - \sum_{i=1}^{N_{faces}} F_{i} + \tilde{C}(\nabla \cdot \tilde{u}_{l}) \Delta t - \frac{\tilde{m}}{\rho_{l}} \Delta t.
\]
(14)

The term \(\tilde{m} \delta t\) represents the sum of the signed fluxes of the reference phase in and out of the cell, which are evaluated geometrically within the EI-EA-LE split advection algorithm coupled with PLIC.\(^{69}\) \(\tilde{C}\) is the volume fraction of the cell, but where the choice of implicit (\(\tilde{C} = C_{l+1}\)) or explicit (\(\tilde{C} = C_{l}\)) evaluation could be made. However, only the implicit formulation, \(\tilde{C} = C_{l+1}\), has been found to provide consistent results with the split advection method used here. In summary, Eq. (14) accounts for the variation of the volume fraction at a given cell caused not only by convective fluxes in and out of the cell but also by the local volume expansion of the reference phase and the volume of the reference phase added/subtracted due to phase change. In these ways, it differs from prior approaches that treated incompressible liquids with or without phase change.

The three-step EI-EA-LE split advection is constructed such that the terms \(C_{l+1} = C_{l} - \sum_{i=1}^{N_{faces}} F_{i}\) from Eq. (14) are recovered for an incompressible fluid without phase change. The EI and LE steps consider the local non-zero divergence in the advection direction, while the EA step is designed and only used to satisfy the incompressible three-dimensional version of Eq. (14). In a two-dimensional code, only an EI-LE split advection algorithm is needed and it already satisfies \(C_{l+1} = C_{l} - \sum_{i=1}^{N_{faces}} F_{i}\) when \(\nabla \cdot \tilde{u}_{l} = 0\) and \(\tilde{m} = 0\).

The following lines illustrate an example of the split advection consecutive steps. The nomenclature follows that \(u, v, w\) represent the liquid velocity components in \(x, y, z\) directions and \(E, F, W, N, S, T,\) and \(B\) define the East–West (\(x\) direction), North–South (\(y\) direction) and Top–Bottom (\(z\) direction) cell faces, respectively.

For a two-dimensional compressible liquid without phase change (\(\tilde{m} = 0\)), the EI-LE steps yield, with the EI step in the \(x\) direction and the LE step in the \(y\) direction

\[
C^{Ei} = \frac{C^e + F^w - F^e}{1 - \frac{u_{e} - u_{w}}{\Delta x} \Delta t},
\]
(15a)

\[
C^{LE} = C^{Ei}\left(1 + \frac{v_{n} - v_{s}}{\Delta y} \Delta t\right) + F_{S} - F_{N},
\]
(15b)

\[
= C^e - \sum_{i=1}^{N_{faces}} F_{i} + C^{Ei}(\nabla \cdot \tilde{u}_{l}) \Delta t \neq C_{l+1},
\]
(15b)

which does not immediately satisfy the form of Eq. (14). Thus, a corrective step is needed after the LE step, as defined in Eq. (16). In a three-dimensional compressible flow, the EA step is designed such that Eq. (15) and the correction shown in Eq. (16) are still valid,

\[
C_{l+1} = C^{LE} + (\tilde{C} - C^{Ei})(\nabla \cdot \tilde{u}_{l}) \Delta t.
\]
(16)

The present algorithm implements the volume addition or subtraction caused by mass exchange before advecting the interface. On a uniform mesh and with the EI step in the \(x\) direction, the EA step in the \(y\) direction and the LE step in the \(z\) direction, the advection steps shown in Baraldi et al.\(^{68}\) now follow Eq. (17), including the preliminary step to address phase change and the final correction step to match the form of Eq. (14). In the code, the algorithm alternates the direction of the EI-EA-LE steps to minimize directional bias

\[
C^{EC} = C^e - \frac{\tilde{m}}{\rho_{l}} \Delta t,
\]
(17a)

\[
C^{EI} = \frac{C^{PC} + F_{W} - F_{E}}{1 - \frac{u_{E} - u_{W}}{\Delta x} \Delta t},
\]
(17b)

\[
C^{LE} = \left[1 + \frac{w_{n} - w_{s}}{\Delta z} \Delta t\right] + F_{S} - F_{N},
\]
(17c)

\[
= C^{EI} + (\tilde{C} - C^{Ei})(\nabla \cdot \tilde{u}_{l}) \Delta t.
\]
(17c)

The definition of the EI, EA, and LE steps shown in Eq. (17) ensures that the solution of the volume fraction, \(C\), stays bounded (i.e., \(0 \leq C \leq 1\)) and \(C = 1\) within the reference phase. However, as mentioned earlier, small errors may exist due to inaccuracies in the evaluation of geometrical fluxes and how well the velocity field satisfies \(\nabla \cdot \tilde{u}_{l}\). As a result of the finite precision when evaluating the geometrical fluxes, wisps or residual values of \(C\) are left in the domain. The wisp-suppression algorithm from Baraldi et al.\(^{68}\) is used to limit and control the number of wisps.

Moreover, the EA step, Eq. (17c), might introduce small undershoots (i.e., \(C < 0\)) and overshoots (i.e., \(C > 1\)) in its incompressible form.\(^{68}\) For compressible flow, the same problem exists. Additionally, phase change and volume dilation in a compressible framework may also cause undershoots and overshoots of \(C\) in interface cells where almost no liquid is present or where the liquid occupies almost the entire cell volume. To eliminate these issues, a redistribution algorithm
following that of Baraldi et al. and Harvie and Fletcher is used. However, the present work adds directionality following the interface normal unit vector, \( \mathbf{n} \), to the redistribution algorithm whenever possible. Since most of the undershoots and overshoots in \( C \) will be caused by phase change and volume expansion in the direction perpendicular to the interface, this approach becomes more consistent and preserves the interface shape better.

The authors acknowledge that this VOF method for compressible liquids is not mass-conserving to machine error. Using a volume-preservation algorithm does not ensure mass conservation when density is not constant. Thus, mass conservation will improve as the mesh is refined and a lower time step is used, better capturing the density field. This is no different than other available VOF methods for compressible flows. Nevertheless, two main reasons motivate the use of this approach: (a) to maintain a sharp interface and (b) the method simplifies to the mass-conserving VOF method from Baraldi et al. when \( \nabla \cdot \mathbf{u} = 0 \) and \( \mathbf{n} = 0 \).

### B. Evaluation of interface geometry

The normal unit vector, \( \mathbf{n} \), is evaluated using the mixed Youngs-centered (MYC) method, and curvature is computed using an improved height function (HF) method. The HF method is a second-order accurate but presents considerable curvature errors whenever the normal unit vector of the interface is not aligned with the coordinate axes. This issue contributes, among other factors, to the generation of spurious velocity currents around the interface due to a lack of an exact interfacial pressure balance. This issue is a reason for caution in liquid injection problems where the growth of instabilities along the liquid–gas interface must be only related to physical phenomena. This problem is more important at supercritical pressures where the liquid and gas phases look more alike near the interface and the surface-tension force that would stabilize these numerical instabilities caused by spurious currents is reduced.

Efforts have been made to develop more accurate methods to evaluate the interface geometry under the VOF framework. For instance, Popinet presents an adaptive scheme to enhance the accuracy of curvature computations for under-resolved interfaces using the HF method. This modification to the HF method is not implemented in the present work, but may be considered in the future. Other works combine the VOF and LS methods to use the smoother LS distribution in the present work, but may be considered in the future. Popinet presents an adaptive scheme to enhance the accuracy of curvature computations for under-resolved interfaces using the HF method. This modification to the HF method is not implemented in the present work, but may be considered in the future. Other works combine the VOF and LS methods to use the smoother LS distribution in the present work, but may be considered in the future.

### V. NUMERICAL SOLUTION OF THE GOVERNING EQUATIONS

The main algorithm steps at every time step are shown as a flowchart in Fig. 2. The goal here is to provide some context on the necessary steps to solve the governing equations before proceeding with the individual details. The simulation is initialized by assigning initial conditions to all variables involved in the solution process. First, the bulk of the VOF method is used, which includes the interface advection, the evaluation of the interface normal unit vector using the MYC method, the PLIC interface reconstruction, and the HF method to evaluate the interface curvature. Once the interface has been updated at \( t^{n+1} \), the governing equations for species continuity and energy are solved.

When the entire domain has an updated solution for the interface location and its geometry, as well as the mixture composition and enthalpy in both phases, the LTE and jump conditions are solved at each interface cell. At the same time, since pressure is fixed in the thermodynamic model for the low-Mach-number configuration, the fluid properties are updated everywhere (e.g., \( \rho^{n+1} \)).

Before solving the continuity and momentum equations, the new fluid compressibilities are calculated and extrapolated. After that, the phase-wise velocities are obtained from the extrapolated fluid compressibilities and used at the next time step. Then, a predictor-projection method is used to solve the momentum equation, which splits the pressure gradient into an implicit constant–coefficient term and an explicit variable–coefficient term to solve a low-Mach-number PPE using an FFT methodology

The VOF methodology has been presented in Sec. IV. Sections V A–V E address the rest of the main blocks of the solution algorithm in order. Section V A discusses how the governing equations for the scalar variables (i.e., species continuity and energy) are solved. Then, the methodology to obtain the interface properties is presented in Sec. V B and the evaluation of fluid compressibilities and the extrapolation techniques used to obtain phase-wise compressibilities and velocities are discussed in Sec. V C. The solution method of the continuity and momentum equations is presented in Sec. V D, where a low-Mach-number Poisson equation for the pressure field is developed. Finally, Sec. V E provides information on the evaluation of the time step, \( \Delta t \), and some final remarks about the algorithm.

The proposed methodology is presented for a computational domain discretized with a Cartesian uniform staggered mesh. Control volumes or cells are defined, where velocity components are located at the center of the faces of the control volume and the rest of the variables (e.g., pressure, mass fraction, fluid properties, and volume fraction occupied by the liquid phase) are defined at the center of the cell. Despite this simplified mesh configuration, the proposed method could be extended to non-uniform meshes or orthogonal meshes.

We focus on the modeling and numerical difficulties of high-pressure transcritical flows rather than particular details associated with specific and more complex mesh configurations.

### A. Discretization of the species continuity and energy equations

The governing equations for species mass fraction, Eq. (3), and energy, Eq. (4), are solved differently than the continuity and momentum equations presented in Sec. V D. Here, the non-conservative forms of both equations are discretized using finite differences. The reasons for this discretization choice are to obtain a better control on numerical stability and to directly include the interface solution in the discretization. Thus, these equations are solved in each phase independently using phase-wise variables. For low-Mach-number flows, the solution of LTE at the interface is directly coupled to the energy and species mass balances across the interface. Once the interface solution is known, it is imposed as a phase boundary condition.

Other researchers solve the conservative form of the energy equation in terms of the fluid temperature using finite-volume techniques. In that case, fluid properties are volume-averaged at interface cells and a source term is included in the energy equation to
describe the energy jump across the interface [i.e., Eq. (10)]. This one-fluid approach is suitable to solve for the temperature, since it is continuous across the interface. However, one would still have to extrapolate the temperature field on both sides of the interface or use one-sided (phase-wise) stencils to obtain the correct temperature gradients numerically for each phase. As seen in Sec. VD, a similar approach is used to address the solution of the continuity and momentum equations. However, the mixture composition and enthalpy present sharp discontinuities across the interface. Therefore, a phase-wise approach whereby the interface solution is embedded in the discretization is preferred to avoid further costly extrapolations. The finite-difference method applied to the species and energy transport equations is an adequate choice, as used in other two-phase works.\(^{62,65,66}\)

The non-conservative forms of Eqs. (3) and (4) are integrated in time using an explicit first-order step as

\[
\frac{DY_{f}^{n+1} - Y_{f}^{n}}{\Delta t} + (\vec{u}_{f} \cdot \nabla Y_{f})^{n} = \frac{1}{\rho_{f}} \left[ \nabla \cdot \left( \rho_{f} D_{m} \nabla Y_{f} \right) \right]^{n}, \tag{18}
\]

where the convective and diffusive terms are evaluated explicitly at time \(n\) and the phase-wise velocity \(\vec{u}_{f}\) is used. Here, \(f\) can refer to the gas phase (i.e., \(f = g\)) or to the liquid phase (i.e., \(f = l\)). The term \(\vec{u}_{f}\) is evaluated at the cell center using a linear average from cell face values. The choice of a first-order integration in time is made in line with the VOF split-advection algorithm. The time step value is already restricted to ensure numerical stability and minimize the geometrical errors introduced when advecting the volume-fraction field. Any influence of the low-order temporal scheme in the solution of Eqs. (18) and (19) is therefore limited. A higher-order temporal integration could be considered in future works.
The volume fraction is used to estimate unconditionally bounded. On the other hand, diffusive terms are discretized using second-order central differences. Some examples and specific details regarding the discretization of convective and diffusive terms and the inclusion of the interface in the numerical stencils are provided in Appendix C.

Figure 3 shows a sketch of a two-dimensional mesh where the interface is identified (i.e., in cells $i$ and $i-1$). The interface can intersect the numerical stencil used to evaluate $\partial Y_1/\partial x$ depending on the cell and discretization order. Thus, $\Delta x_2 < \Delta x$ must be determined. Notice here $\Delta x_2 = \Delta x_3 = \Delta x$ being the mesh size. The PLIC interface reconstruction at cell $i$ could be used to obtain $\Delta x_i$. However, the approach used in Dodd et al. to estimate $\Delta x_1$ is faster and more stable. The volume of liquid occupying the space between node $i$ and $i-1$ is used to estimate $\Delta x_i$. That is, a staggered value of the volume fraction, $C_i^{1/2}$, is obtained from $C_i^{1/2}$ and $C_i$, as well as from the respective PLIC interface reconstructions. Depending on the interface configuration, this approach becomes exact (i.e., equivalent to using the location obtained with the PLIC interface). Even when $C_i^{1/2} > 0$, $\Delta x_i$ is only evaluated if nodes $i$ and $i-1$ belong to different phases. For instance, following Fig. 3, the staggered volume fraction is used to estimate $\Delta x_1 \approx (1 - C_i^{1/2}) \Delta x$.

The convective terms are discretized using an adaptive first-/second-order upwinding scheme to maintain numerical stability and boundedness (i.e., $Y_0 \leq 1$). Within the limits of the CFL conditions, only a first-order upwind discretization of the convective term is unconditionally bounded. On the other hand, diffusive terms are discretized using second-order central differences. Some examples and specific details regarding the discretization of convective and diffusive terms and the inclusion of the interface in the numerical stencils are provided in Appendix C.

The discretization proposed here is at most second-order accurate in space and may decrease to first order near the interface or when boundedness problems arise. Overall, the convective term will be discretized with a second-order scheme. The boundedness condition becomes important only during the early times if a sharp initial condition has been imposed in each phase. Once the mesh captures the mixing regions well, the second-order upwinding scheme should be bounded. Then, the interface proximity to the grid nodes only occurs for certain cells at each time step. Similarly, the diffusive term is second order except when the interface is too close to a grid node. Nevertheless, stability concerns prompt the usage of this low-order scheme. Moreover, the mesh is very fine to capture the interface properly and to obtain a smooth and converged solution of the interpolations discussed in Sec. V.C. Thus, a low-order spatial accuracy in the discretization of the scalar equations in some regions is not concerning.

### B. Interface local phase equilibrium and jump conditions

As discussed in Sec. IIIA, the interface is assumed to be in LTE. To obtain the interface equilibrium state at interface cells, the normal-probe technique is used. A line perpendicular to the interface plane is drawn extending into both the liquid and the gas phases. The centroid of the interface plane at a given cell is chosen as the starting point of the probe. On this line, two nodes are created in each phase where the mass fraction and enthalpy values are linearly interpolated (i.e., bilinear interpolation in two dimensions and trilinear in three dimensions). Thus, the normal gradients to the interface needed in Eqs. (9) and (10) can be evaluated. Ideally, the nodes on the probe are equally spaced with $\Delta x$. However, some situations require a larger spacing to avoid using grid nodes in opposite phases when interpolating the mass fraction or the enthalpy values (see Fig. 4). This situation must be avoided since there is a sharp jump of these variables across the interface.

In general, a second-order, one-sided, finite-difference method can be used to evaluate the perpendicular gradient at each side of the interface. To do so, the values of each variable in the two nodes on the probe and the interface value are used. Notice it is assumed that the entire interface plane has the same equilibrium solution. As the interface deforms and thin ligaments form, the normal gradients may be calculated using a first-order, one-sided finite difference method if the normal probe crosses the interface again. However, at this point the mesh is under-resolving the interface and its solution might already be poorly defined.

The interface solution is unknown and an iterative process is needed to solve the system of equations formed by the jump conditions and LTE. With the simplifications introduced in this work (e.g., low-Mach-number flows, binary mixture), the interface matching relations for species continuity and energy, Eqs. (9) and (10), together with phase equilibrium, Eq. (11), are decoupled from the momentum matching relations, Eqs. (7) and (8). Therefore, the same iterative solver discussed in Poblador-Ibanez and Sirignano is used to obtain the interface solution at each interface cell. The solution of this system of equations defines the properties of the local interface plane: mass flux and heat flux across the interface, temperature, surface-tension coefficient, composition and fluid properties on each side of the interface, and, in turn, the pressure jump to be imposed in the momentum equation.

### C. Evaluation of fluid compressibilities and phase-wise velocities

Each phase’s compressibility has to be determined in order to evaluate phase-wise velocities and solve the momentum equation as presented in Sec. V.D. Under the low-Mach-number constraint, it is sufficient to know the density variations caused by temperature and concentration changes as the thermodynamic pressure is assumed constant in open-boundary problems. In this work, the material derivative of density is related to the material derivatives of mixture enthalpy and mass fraction of each species as

$$
\frac{D\rho}{Dt} = \sum_{i=1}^{N} \left( \frac{\partial}{\partial Y_i} \frac{\partial}{\partial T} \right)_{Y_j} \frac{Dh}{Dt} + \sum_{i=1}^{N} \left( \frac{\partial}{\partial Y_i} \frac{\partial}{\partial Y_j} \right)_{T,Y_{j\mu}} DY_j. \tag{20}
$$

For a binary mixture, Eq. (20) is simplified to

$$
\frac{D\rho}{Dt} = \sum_{i=1}^{2} \left( \frac{\partial}{\partial Y_i} \frac{\partial}{\partial T} \right)_{Y_j} \frac{Dh}{Dt} + \sum_{i=1}^{2} \left( \frac{\partial}{\partial Y_i} \frac{\partial}{\partial Y_j} \right)_{T,Y_{j\mu}} DY_j. \tag{20}
$$
where $V$ is the mixture molar volume, and $W_O$ and $W_F$ are the molecular weights of the oxidizer species and the fuel species, respectively. All coefficients are evaluated at constant pressure and at time $n + 1$, although it is not shown for a simpler notation. The thermodynamic partial derivatives that appear in Eq. (21) are obtained using the thermodynamic model described in Appendix A. Detailed expressions to evaluate these thermodynamic terms are available in Davis et al.\textsuperscript{34} Equation (21) is only evaluated at single-phase cells once the interface location and the scalar fields have been updated in time. The material derivatives $Dh/Dt$ and $DY_O/Dt$ are obtained from the solution of the respective non-conservative governing equations, Eqs. (18) and (19). At interface cells, a similar evaluation of $\frac{1}{\rho} \frac{D \rho}{Dt}$ is not straightforward, especially for the phase occupying less volume.

Note that each fluid compressibility can be associated with the divergence of phase-wise velocities (i.e., $\nabla \cdot \bar{u}_g = -\frac{1}{\rho_o} \frac{D \rho_o}{Dt}$ and $\nabla \cdot \bar{u}_l = -\frac{1}{\rho_l} \frac{D \rho_l}{Dt}$). Therefore, knowing the divergence of each phase-wise velocity in a narrow band of cells around the interface, including the interface cells, is necessary to determine the phase-wise velocities used in the VOF advection algorithm and in the governing equations, as well as the one-fluid velocity divergence from Eq. (26) used to solve the pressure–velocity coupling. To do so, the phase-wise velocity divergences are extrapolated from the real phase into a thin ghost region across the interface.

The multidimensional extrapolation techniques presented by Aslam\textsuperscript{96} are used to populate this narrow band of cells with characteristic values of the compressibility of each fluid. For instance, Fig. 5

shows the two-dimensional extrapolation region for liquid-based values. The extension to a three-dimensional configuration is straightforward, and a similar definition is done to define the extrapolation region for gas-based values. Even though the details shown in Aslam\textsuperscript{96} are based on an implementation of the extrapolation across regions defined by a LS function, the same methodology can be adapted to a VOF framework. Then, phase-wise velocities are obtained extending the extrapolation method discussed in Dodd et al.\textsuperscript{65} to compressible
flows. Appendix D provides more details on the extrapolation equations and how we implement them in a VOF framework.

D. Discretization of the momentum equation and predictor-projection method

A one-fluid approach is used to solve the two-phase continuity and momentum equations in conservative form [i.e., Eqs. (1) and (2)]. This approach, as well as the proposed method to solve the species and energy transport equations, has a discontinuity in the velocity field perpendicular to the interface in the presence of phase change. However, this discontinuity is mild compared to the velocity magnitude around the interface. Still, phase-wise values for the velocity field need to be used in certain terms of the momentum equation as shown in the following lines. This methodology is a standard approach used in the literature and we favor a conservative method for global mass and momentum.

Following the work by Dodd and Ferrante, fluid properties are volume-averaged at each cell using the volume fraction occupied by each phase as \( \phi = \phi_g + (\phi_l - \phi_g)C \), where \( \phi \) is any fluid property such as density or viscosity. The one-fluid property diffuses the sharpness of the interface within a region of \( \mathcal{O}(\Delta x) \). To satisfy the normal and tangential momentum jumps across the interface [i.e., Eqs. (7) and (8)], the surface-tension force is added by means of a body force active only at the interface, \( \tilde{F}_n = f_n \delta_i(x - \tilde{x}_I) \).

The continuum surface force (CSF) approach from Brackbill et al.

\[ \tilde{F}_n = -\sigma \frac{\nabla_n \sigma}{\Delta C} \]  

is extended to flows with variable surface tension is used to replace \( \tilde{F}_n \) and the Dirac \( \delta \)-function as \( \delta_i(x - \tilde{x}_I) = |\nabla C| \). The gradient of the surface-tension coefficient tangent to the interface is evaluated using the method described in Seric et al., which takes advantage of the HF technique to evaluate \( \nabla_n \sigma = \frac{\Delta C}{\Delta x} \tilde{t}_I \) in a three-dimensional configuration. That is, the gradient at a given interface cell is directly evaluated along two orthogonal tangential directions, \( s_1 \) and \( s_2 \). The reduction to a two-dimensional configuration is readily available. Similar to the evaluation of \( \kappa \), a minimum resolution of the interface is needed to obtain accurate results. Even though the MYC method is used to evaluate the interface normal unit vector, the approximation \( \tilde{n} = -\nabla C/|\nabla C| \) is taken in the modeling of the surface-tension force in the momentum equation. Therefore, the gradient of the volume fraction provides directionality and locality to the surface-tension force. Finally, a density scaling is used to obtain a body force per unit volume, which is independent of the fluid density. This modification generates a uniformly distributed surface-tension force, which improves the performance of the CSF approach and reduces the magnitude of spurious currents at high-density ratios.

Under all these considerations, the momentum equation is rewritten as

\[ \frac{\partial}{\partial t} (\rho \tilde{u}) + \nabla \cdot (\rho \tilde{u} \tilde{u}) = -\nabla p + \nabla \cdot \tilde{t} + \frac{\rho}{\rho_l} \sigma \nabla C + \nabla \sigma \nabla C), \]  

with \( \rho = \frac{1}{2}(\rho_g + \rho_l) \), where \( \rho_g \) and \( \rho_l \) are the freestream gas and liquid densities, respectively. Similar to the normal force term \( \nabla n \nabla C \), the tangential force term \( \nabla \sigma \nabla C \) is further simplified once the tangential unit vectors, \( \tilde{t}_I \) and \( \tilde{t}_2 \), are evaluated from the normal unit vector, \( \tilde{n} \).

The continuity–momentum coupling is addressed by using the predictor-projection method by Chorin.

The predictor step consists of a first-order, semi-explicit time integration of Eq. (22) without the pressure gradient, given by

\[ \tilde{u}^{n+1} = \tilde{u}^n - \Delta \frac{\rho^{n+1}}{\rho^{n+1}} \frac{\Delta t}{\rho^{n+1}} \left[ -\nabla \cdot (\rho \tilde{u} \tilde{u}) + \nabla \cdot \tilde{t} + \frac{\rho}{\rho_l} \sigma \nabla C + \nabla \sigma \nabla C \right]. \]  

where the surface-tension force term is evaluated implicitly. As shown in Fig. 2, the interface location, the scalar fields, and the interface equilibrium solution are updated before solving the Navier–Stokes equations. This way, the density at the new time, \( \rho^{n+1} \), can be evaluated, as well as the interface curvature and surface-tension coefficient, \( \kappa^{n+1} \) and \( \sigma^{n+1} \). Since the advection of the interface is performed with first-order temporal accuracy, the global temporal accuracy of \( \tilde{u} \) and \( p \) is limited to first order as well except in the limit where the CFL number tends to zero. Thus, higher-order temporal integrations in Eq. (23) (e.g., Adams–Bashforth scheme) might not add any major improvement to the flow solver global performance, but may be considered in the future. This issue is also discussed in Sec. VA for the solution of the species and enthalpy transport equations.

After the predictor step, the projection step includes the pressure gradient term to correct \( \tilde{u} \) in order to satisfy the continuity equation and provide \( \tilde{u}^{n+1} \) as shown in the following equation:

\[ \tilde{u}^{n+1} = \tilde{u}^n - \Delta \frac{\nabla \rho^{n+1}}{\rho^{n+1}} \frac{\Delta t}{\rho^{n+1}} \cdot \frac{\Delta t}{\rho^{n+1}}. \]  

An equation for the pressure field is constructed by taking the divergence of Eq. (24) as

\[ \nabla \cdot \left( \frac{\nabla \rho^{n+1}}{\rho^{n+1}} \right) = \frac{1}{\Delta t} \left( \nabla \cdot \tilde{u}^n - \nabla \cdot \tilde{u}^{n+1} \right), \]  

where the resulting pressure field satisfies the continuity constraint embedded in the term \( \nabla \cdot \tilde{u}^{n+1} \).

Following Duret et al., \( \nabla \cdot \tilde{u}^{n+1} \) is evaluated by constructing a mass conservation equation for each phase. Substituting \( \rho = \rho_g + (\rho_l - \rho_g)C = \rho_g (1 - C) + \rho_l C \) into Eq. (1) and including phase change, the following relation is obtained:

\[ \nabla \cdot \tilde{u}^{n+1} = -(1 - C) \frac{1}{\Delta t} \frac{\Delta \rho_g}{\rho_g} + C \frac{1}{\Delta t} \frac{\Delta \rho_l}{\rho_l} + m \left( \frac{1}{\rho_g} - \frac{1}{\rho_l} \right) \]  

where the implicit notation has been dropped for simplicity. Equation (26) reduces to \( \nabla \cdot \tilde{u}^{n+1} = -\frac{1}{\rho} \frac{\Delta \rho}{\Delta t} \) or Eq. (1) away from the interface. At interface cells, the divergence of the one-fluid velocity field becomes a volume-averaged fluid compressibility plus the volume expansion (or compression) caused by the change of phase. For low-Mach-number flows, the terms \( \frac{1}{\rho} \frac{\Delta \rho_g}{\rho_g} \) and \( \frac{1}{\rho} \frac{\Delta \rho_l}{\rho_l} \) are assumed to be independent of pressure. The evaluation of the fluid compressibilities has been discussed in Sec. VC.

The split pressure-gradient method for two-phase flows proposed by Dodd and Ferrante is used, where the pressure gradient is split into a constant-coefficient implicit term and a variable-coefficient explicit term as
\[
\frac{1}{\rho_{0}^+} \nabla p^+ + \frac{1}{\rho_{0}^-} \nabla p^- + \frac{1}{\rho_{0}^-} \nabla \hat{p},
\]
with \( \hat{p} = 2p^+ - p^- \) being an explicit linear extrapolation in time of the pressure field and \( \rho_0 = \min(\rho) \equiv \rho_G \). Notice that for the type of problems analyzed in this work, the lowest density in the domain will always be the freestream gas density, \( \rho_G \). Equations (24) and (25) can be rewritten as
\[
\tilde{u}^{n+1} = \tilde{u}^p - \Delta t \left[ \frac{1}{\rho_0} \nabla p^{n+1} + \left( \frac{1}{\rho_0^-} - \frac{1}{\rho_0} \right) \nabla \hat{p} \right]
\]
and
\[
\nabla^2 p^{n+1} = \nabla \cdot \left[ \left( 1 - \frac{\rho_0}{\rho_0^+} \right) \nabla \hat{p} \right] + \rho_0 \frac{\Delta t}{\Delta x^2} (\nabla \cdot \tilde{u}^p - \nabla \cdot \tilde{u}^{n+1}).
\]

Dodd and Ferrante
\cite{Dodd1989} validated the substitution from Eq. (27) with various benchmark tests. The substitution is exact when \( \nabla \hat{p} \equiv \nabla p^{n+1} \) and approximate when \( \nabla \hat{p} \approx \nabla p^{n+1} \). The accuracy of this method in predicting the pressure field is very good as long as the pressure is smooth in time (i.e., incompressible or low-Mach-number compressible flows). In two-phase flows, the pressure jump across the interface might become problematic in situations of combined high surface tension, curvature, and density ratio (i.e., \( \rho_l/\rho_g \)), in which case the time step needs to be reduced to ensure sufficient temporal smoothness in \( \hat{p} \) and obtain a stable solution. However, this is not expected to have a significant impact on the type of flows that this model aims to analyze; however, it may deteriorate the computational efficiency of the proposed method. Cifani
\cite{Cifani2015} and Turnquist and Owkes
\cite{Turnquist2016a} address this issue and improve the performance of the split pressure-gradient method at high density ratios. These works may be considered in the future to adapt the methodology for low-pressure configurations where mixing and phase change are relevant.

The main advantage of the split pressure-gradient method is that Eq. (29) becomes a constant-coefficient PPE under the low-Mach-number assumption (i.e., decoupled density and pressure). Combined with a uniform mesh, this equation can be solved using a fast Poisson solver based on performing a series of discrete Fourier transforms or with a uniform mesh, this equation can be solved using a fast Poisson solver. Cifani
\cite{Cifani2015} and Turnquist and Owkes
\cite{Turnquist2016a} validated the substitution from Eq. (27) with various benchmark tests. The substitution is exact when \( \nabla \hat{p} \equiv \nabla p^{n+1} \) and approximate when \( \nabla \hat{p} \approx \nabla p^{n+1} \). The accuracy of this method in predicting the pressure field is very good as long as the pressure is smooth in time (i.e., incompressible or low-Mach-number compressible flows). In two-phase flows, the pressure jump across the interface might become problematic in situations of combined high surface tension, curvature, and density ratio (i.e., \( \rho_l/\rho_g \)), in which case the time step needs to be reduced to ensure sufficient temporal smoothness in \( \hat{p} \) and obtain a stable solution. However, this is not expected to have a significant impact on the type of flows that this model aims to analyze; however, it may deteriorate the computational efficiency of the proposed method. Cifani
\cite{Cifani2015} and Turnquist and Owkes
\cite{Turnquist2016a} address this issue and improve the performance of the split pressure-gradient method at high density ratios. These works may be considered in the future to adapt the methodology for low-pressure configurations where mixing and phase change are relevant.

The main advantage of the split pressure-gradient method is that Eq. (29) becomes a constant-coefficient PPE under the low-Mach-number assumption (i.e., decoupled density and pressure). Combined with a uniform mesh, this equation can be solved using a fast Poisson solver based on performing a series of discrete Fourier transforms or FFT.\cite{Cifani2015, Turnquist2016a} This pressure solver can be adapted to various sets of boundary conditions (e.g., periodic or homogeneous Neumann boundary conditions) and provides a direct solution of the pressure field without an iterative process, achieving computational speed-ups of order magnitude larger than iterative solvers based on Gauss elimination [i.e., \( O(10^3) \)] or multigrid solvers [i.e., \( O(10) \)].

This sharp, one-fluid method is affected by the presence of spurious currents around the interface. These oscillations are numerical and are caused by various factors that induce a lack of an exact interfacial pressure balance: (a) the lack of a smooth curvature distribution obtained with the HIF method; (b) the sharp volume-averaging used to estimate fluid properties at interface cells; and (c) the lack of a smooth distribution of localized interfacial source terms related to mass exchange and fluid compressibilities. How these issues impact other parts of the computational model needs to be investigated (e.g., solution of the energy and species transport equation or the extrapolation of phase-wise velocities). Some insights are provided in Sec. VI regarding the mesh convergence of the solution and how it is affected by this strong coupling.

Equations (23) and (29) are discretized using standard finite-volume techniques. The viscous term, \( \nabla \cdot \mathbf{v} \), is discretized with a second-order central-difference method using phase-wise velocities. If the one-fluid velocity were used in this term, an artificial pressure spike would exist across the interface due to the velocity jump in the presence of phase change, as discussed in Dodd et al.\cite{Dodd2003} To maintain numerical stability, accuracy, and boundedness, the convective term, \( \nabla \cdot (\rho \mathbf{u} \mathbf{u}) \), is discretized using the SMART algorithm by Gaskell and Lau.\cite{Gaskell1988} The SMART algorithm is up to third-order accurate in space. At interface cells, however, a hybrid method is used which alternates between the second-order central differences and first-order upwind schemes depending on the cell Peclet number (i.e., \( Pe < 2 \) to use central differences). For the convective term, the one-fluid velocity must be used to capture the momentum jump caused by vaporization or condensation as seen in Eq. (7).

Density and viscosity are volume-averaged only at interface cells where \( 0 < C < 1 \). In the compressible framework, the gas and liquid interface properties are chosen as representative values for the averaging. Similarly, \( \rho_l \) and \( \rho_g \) appearing in the fluid expansion (or compression) term due to phase change in Eq. (26) are also obtained from the local interface solution, as well as the mass flux, \( m_i \), used to evaluate \( \dot{m} \). Any interface property, \( \phi \) (e.g., curvature), is obtained in the staggered velocity cell from the following average:\cite{Park2009}

\[
\phi_{i+1/2,j,k} = \begin{cases} 
\frac{\phi_{i+1,j,k} + \phi_{i,j,k}}{2} & \text{if } \phi_{i,j,k} = 0, \\
\phi_{i+1,j,k} & \text{if } \phi_{i,j,k} = 0, \\
\frac{1}{2} (\phi_{i+1,j,k} + \phi_{i,j,k}) & \text{otherwise,}
\end{cases}
\]

which considers the fact that two adjacent interface cells may not exist to evaluate the average property. Here, the location of a \( \mathbf{i} \)-node is addressed and the same method can be used in all the other velocity nodes. Equation (30) is used to evaluate \( \sigma, \kappa, \frac{\mu}{\rho_1}, \) and \( \frac{\mu}{\rho_2} \), which only have a non-zero value at interface cells.

E. Time step criteria and final notes on the algorithm

The time step must satisfy the CFL condition for numerical stability in an explicit solver. A CFL condition similar to Kang et al.\cite{Kang2002} is used here, which has been applied successfully in other works.\cite{Park2009} The following conditions are defined to determine the time step magnitude:

\[
\begin{align*}
\tau_d &= \frac{\tau_i}{\Delta t} + \frac{\tau_f}{\Delta t} + \frac{\tau_m}{\Delta t}, \\
\tau_r &= \frac{2}{\Delta x^2} + \frac{2}{\Delta y^2} + \frac{2}{\Delta z^2},
\end{align*}
\]

and

\[
\begin{align*}
\Delta t_x &= \frac{2}{\Delta x^2}, \\
\Delta t_y &= \frac{2}{\Delta y^2}, \\
\Delta t_y &= \frac{2}{\Delta z^2}, \\
\end{align*}
\]

The viscosity terms are evaluated with a constant value if they are smaller than the minimum viscosity. The time step criteria are used to ensure numerical stability and avoid oscillations in the solution.
where \( \zeta = \lambda / (\rho_0 \mu) \). The time step is evaluated as \( \Delta t = C_{\text{CFL}} \min (\Delta t_h, \Delta t_v) \) where \( C_{\text{CFL}} = 0.1–0.2 \) is chosen conservatively low. The choice of \( C_{\text{CFL}} \) is a numerical compromise between numerical stability, accuracy, and computational cost.

The computational cost of this algorithm is larger than other algorithms for incompressible flows without phase change. Usually, the main cost of any fluid dynamics simulation is linked to the pressure solver. However, the split pressure-gradient method is a very efficient tool to solve incompressible and low-Mach-number configurations. Three major necessary steps are responsible for at least 40% of the computational cost per time step: the solution of the local interface state, the update of fluid properties using the thermodynamic model and the extrapolation of phase-wise fluid compressibilities and velocities.

Moreover, scalability is a concern in configurations where the interface deforms considerably, such as those aiming to study liquid jet injection. As the interface surface area grows, more interface nodes are added and the thermodynamic and topology complexity of the interface increases. Moreover, the convergence rate of phase-wise extrapolations might be reduced. Thus, the computational cost per time step may increase considerably over time. Computational implementation details are briefly discussed in Appendix B (e.g., parallel code implementation).

VI. RESULTS AND VERIFICATION

The results presented in this work cover the relevant characteristics seen in liquid injection environments at supercritical pressure where two phases still coexist. Simple analytical solutions including all the physics are not available. Moreover, experiments at these conditions are sparse and they either focus on the full-scale injection problem or the evaporation of isolated droplets. Due to the lack of detailed experimental data (i.e., showing surface topology, instability growth rates, or detailed mixing), we focus on verifying and assessing the numerical consistency of the proposed model (e.g., grid convergence) and address the impact of known issues such as the effect of spurious currents around the interface or mass conservation.

Previous codes following a similar methodology have been tested and validated in simpler scenarios (e.g., incompressible flow with or without phase change). Thus, the validation of the numerical method in these cases is not shown in this section. Two validation tests in the incompressible limit are presented in Appendix E. Each part of the code (e.g., thermodynamic model and VOF advection algorithm) has been validated independently.

Section VI A verifies the code against a previous one-dimensional study. Appendix D discusses that the extrapolation of the fluid compressibilities may be done in a constant fashion or in a linear fashion. The results presented in Sec. VI A are obtained with a linear extrapolation, whereas the results from Secs. VI B–VI F follow a constant extrapolation to ensure a stable solution.

A. One-dimensional transient flow near the liquid–gas interface

The transient behavior around a liquid–gas interface with zero curvature has been analyzed at various pressures using a two-dimensional configuration with an initially straight interface and no shear flow. A thorough analysis of this problem is presented in Poblador-Ibanez and Sirignano, where a simpler one-dimensional code is used. The main differences between both approaches are the following. Here, the interface is allowed to move as mass exchange and volume expansion occur while the full set of governing equations is solved. On the other hand, Poblador-Ibanez and Sirignano solve the diffusion-driven problem relative to the interface by fixing its location and assuming pressure to be constant throughout the entire domain. Thus, the momentum equation is not solved and the velocity field is directly obtained from the continuity equation.

The problem configuration consists of a liquid \( n \)-decane at \( T_L = 450 \text{ K} \) sitting on a wall surrounded by a hotter gas (i.e., pure oxygen) at \( T_G = 550 \text{ K} \). Without an energy source, the highest temperature in the domain is bounded by \( T_G \), which is below the critical temperature of \( n \)-decane (i.e., approximately 617.7 K). With both fluids initially at rest, the liquid–gas interface will reach a state of thermodynamic equilibrium as oxygen dissolves into the liquid and \( n \)-decane vaporizes. The initial interface location is 50 \( \mu \text{m} \) away from the wall. Volume expansion or compression due to the mixing process and phase change generates a velocity field perpendicular to the interface. Periodic boundary conditions are imposed in the \( y \) direction, while wall boundary conditions are imposed sufficiently far away from the interface in the gas phase. With no interface perturbation or shear flow, the two-dimensional code must predict a one-dimensional solution. Four different pressures are analyzed: one subcritical case at 10 bar and three supercritical cases with 50, 100, and 150 bar. Note that the critical pressure for \( n \)-decane is approximately 21.03 bar. A mesh size of \( \Delta x = 200 \text{ nm} \) and time step of \( \Delta t = 2 \text{ ns} \) are used for all pressures.

A direct comparison between the results from the present work and the results shown in Poblador-Ibanez and Sirignano is not possible because the thermodynamic model is slightly different. Here, a volume correction is implemented to enhance the accuracy of the SRK equation of state, whereas this correction is not added in Poblador-Ibanez and Sirignano. Thus, different fluid properties are predicted, especially in the liquid phase. Nevertheless, a qualitative comparison is possible with reasonable agreement.

The results are one-dimensional. No indication of a deviation or instability is found. Figure 6 shows the temporal evolution of density profiles at 150 bar. Overall, the results look very similar to those shown in Poblador-Ibanez and Sirignano except for minor differences caused by the improvement in the thermodynamic model. Mixing in the gas phase agrees in both works, where the density profile [see Fig. 6(b)] extends about 7–9 \( \mu \text{m} \) into the gas phase at \( t = 10 \text{ \mu s} \). As the mixing layers grow, the interface tends to a steady-state solution as reported in Poblador-Ibanez and Sirignano [see Fig. 7(b)]. Similar works dealing with a two-dimensional laminar mixing layer show the same trend. Nevertheless, this behavior may not be true in more complex flows where the interface deforms.

The volume correction in the SRK equation of state is negligible in the gas phase, whereas a stronger impact is seen in the liquid phase. Moreover, this improved thermodynamic model results in slightly different interface solutions compared to Poblador-Ibanez and Sirignano. For instance, the predicted liquid density [Fig. 6(a)] is larger than the one shown in Poblador-Ibanez and Sirignano, but it is also more accurate when compared to reference data from NIST. Without the volume correction in the SRK equation of state, the pure liquid density at 150 bar is closer to 545 \( \text{kg/m}^3 \). Additionally, lower interface temperatures are predicted once liquid fluid properties are
evaluated more accurately. This change in the interface solution results in a slightly different evolution of the energy and species mixing.

Finally, the two main assumptions considered in Poblador-Ibanez and Sirignano\textsuperscript{17} are verified. Throughout the simulation, pressure remains nearly constant and the velocity field is mainly driven by density changes caused by mixing. Moreover, Fig. 7(a) shows the interface location as time marches. Because under this problem configuration mass exchange weakens as mixing occurs, the interface displacement is actually negligible. The maximum interface displacements after 50 \( \mu \text{s} \) are of the order of 100 nm, which are similar to the grid spacing used in this problem and negligible compared to the thickness of the diffusion layers. In Fig. 7(a), the interface location according to the results from Poblador-Ibanez and Sirignano\textsuperscript{17} has been estimated by integrating the interface velocity, \( u_I \), over time. This velocity is evaluated by shifting the velocity field to satisfy \( u(x = 0) = 0 \). Then, \( u_I \) is obtained from the mass balance across the interface [i.e., Eq. (5)]. On the other hand, the present work uses information of the volume fraction distribution to obtain the interface location at any given time. Because of the changes in the interface solution, the two approaches show slightly different results.

The direction of the interface displacement discussed in Poblador-Ibanez and Sirignano\textsuperscript{17} is also confirmed. At 10 bar, net vaporization is strong with very little dissolution of oxygen into the liquid phase. Thus, the interface recedes and the overall liquid volume decreases. However, as pressure increases, the dissolution of oxygen into \( n \)-decane is enhanced, the interface temperature is higher and

---

**FIG. 6.** Temporal evolution of the density profiles for the one-dimensional transient flow near a liquid–gas interface for an oxygen/\( n \)-decane binary mixture at \( p = 150 \) bar. Verification against the one-dimensional solution from Poblador-Ibanez and Sirignano\textsuperscript{17} is shown. (a) Liquid density and (b) gas density.

**FIG. 7.** Temporal evolution of the interface location and temperature at different pressures for the one-dimensional transient flow near a liquid–gas interface for an oxygen/\( n \)-decane binary mixture. Depending on the ambient pressure, net vaporization (V) or net condensation (C) occurs across the interface. Verification against the one-dimensional solution from Poblador-Ibanez and Sirignano\textsuperscript{17} is shown. (a) Interface location and (b) interface temperature.
liquid volume expansion occurs near the interface. At 50 bar, even though the interface presents net vaporization, it is not strong enough to compensate for the liquid volume expansion. At 100 and 150 bar, both local volume expansion and net condensation contribute to the overall increase in liquid volume. This feature of high-pressure, two-phase flows may cause the interface to present net condensation and net vaporization simultaneously at different locations depending on its deformation and the heat flux into the interface.19,20

B. Two-dimensional capillary wave

The capillary wave problem is an appropriate test to validate the relaxation time of a perturbed two-phase interface driven by capillary forces. Gravity is neglected here, although the analytical solution of this problem for incompressible flows with infinite depth proposed by Prosperetti106 may include it. Dodd and Ferrante64 validate their two-phase code for incompressible flows without phase change and analyze the capillary wave problem with evaporation to verify the spatial convergence of their two-phase code.64

A similar analysis is performed for the same binary mixture of oxygen and n-decane seen in Sec. VI A. Each phase has the same initial temperature and composition, but the analyzed thermodynamic pressures vary between 10, 50, 100, and 150 bar. The two-dimensional domain is a rectangular box of 30 \( \mu \)m wide with a liquid layer of 20 \( \mu \)m depth. The liquid–gas interface is spatially perturbed with a sinusoidal wave of 1 \( \mu \)m amplitude and 30 \( \mu \)m wavelength, while both fluids are initially at rest. The amplitude-to-wavelength ratio of 1/30 can be considered a small interface perturbation. The height of the domain must contain the mixing region in both phases during the analyzed times. For 100 and 150 bar, a height of 60 \( \mu \)m is enough. For 50 bar, it is increased to 70 \( \mu \)m and, for 10 bar, to 100 \( \mu \)m. Periodic boundary conditions are imposed in the \( x \) direction (i.e., tangential to the interface), an open-boundary (i.e., outflow conditions) is imposed in the \( y \) direction at the end of the gas-phase domain and no-slip wall boundary conditions are imposed at the bottom of the liquid layer.

The mixing in both phases is similar to the one-dimensional case since the interface perturbation is small and there is no shear flow. The relaxation of the interface deformation caused by capillary forces drives the overall picture further toward a one-dimensional solution. Nevertheless, this transient process allows us to study the accuracy and resolution of the numerical model.

1. Spatial convergence

The 150-bar case is chosen to analyze the spatial convergence of the numerical model under interface deformation. The temporal convergence is expected to be first order because of how the equations are discretized. Thus, it is not analyzed here and we rely on a sufficiently small CFL condition to minimize temporal errors. Table I presents the four different uniform meshes that are studied, and Fig. 8 shows results of the interface geometry and equilibrium solution at 19 \( \mu \)s after sufficient relaxation of the diffusion layers.

The solution of LTE and jump conditions along the interface is sensitive to the mesh resolution. Although other interface properties may be used, the profiles of temperature, net mass flux per unit area, and oxygen mass fraction on both sides of the interface are shown. As the mesh is refined, the mixing around the interface is captured better and the enthalpy and concentration gradients obtained using the normal probe technique explained in Sec. V B become more accurate. Moreover, the PLIC method tends to a more continuous interface reconstruction. These improvements translate into a smoother distribution of fluid properties along the interface as seen in Figs. 8(b), 8(c), and 8(f).

The apparent deviation between two consecutive meshes is only enlarged by the scale of the figures. Although mesh M1 (i.e., \( \Delta x = 0.3 \mu \)m) might look like an outlier due to a poorer resolution, especially of the liquid phase mixing region, the normalized errors or differences in the solution between two consecutive meshes are of the order of 1% or less. A thorough analysis shows the normalized errors converge with a first-order rate or lower, which is expected given the complexity of the numerical approach. For example, the normalized errors in the interface temperature at \( x = 7.5 \mu \)m from M2 to M3 and from M3 to M4 are 4.526 \times 10^{-4} and 2.942 \times 10^{-4}, respectively, which correspond to a convergence rate of 0.62. On the other hand, the convergence rate of the interface temperature at \( x = 22.5 \mu \)m is even lower (i.e., 0.22). Other works with simpler models to determine the interface properties also report similar issues.61,69 Even though one-dimensional interfaces show good grid independence properties, limited spatial convergence appears once two-dimensional or three-dimensional interfaces are analyzed.

Although the matching solution along the interface looks smoother as the mesh is refined, the net mass flux across the interface, \( m^i \), is not [see Fig. 8(f)]. As explained in Poblador-Ibanez et al.,11 \( m^i \) is very sensitive to small changes in equilibrium composition or temperature. Thus, imperceptible perturbations are captured in \( m^i \). Moreover, the normal probe used to determine the LTE and jump conditions is built on the PLIC interface. It is not guaranteed that the PLIC interface will be continuous across cells and PLIC loses any information on local interface curvature (i.e., the interface is locally represented by a planar surface). Therefore, the construction of the normal probes is in line with the observed oscillations.

Similar oscillations appear when evaluating the curvature and the gradient of the surface-tension coefficient [see Figs. 8(d) and 8(e)]. Even though the interface shape and the distribution of the surface-tension coefficient look smooth, as seen in Figs. 8(a) and 8(b), \( \kappa \) and \( \nabla \sigma \) are evaluated using the HF method. This method is known to generate a non-smooth distribution of \( \kappa \) albeit converging with mesh refinement, as discussed in Sec. IV B. Moreover, VOF methods using a one-fluid approach to solve the momentum equation present some degree of oscillations in the velocity and pressure fields near the interface due to the sharp treatment of fluid properties and localized body force terms.

Overall, the oscillations of certain interface parameters contribute to the generation of spurious currents around the interface. The effect

<table>
<thead>
<tr>
<th>Mesh</th>
<th>M1</th>
<th>M2</th>
<th>M3</th>
<th>M4</th>
</tr>
</thead>
<tbody>
<tr>
<td>( Ax (\mu m) )</td>
<td>3/10</td>
<td>2/10</td>
<td>1/10</td>
<td>1/20</td>
</tr>
<tr>
<td>Cells/wavelength</td>
<td>100</td>
<td>150</td>
<td>300</td>
<td>600</td>
</tr>
<tr>
<td>Cells/amplitude</td>
<td>3.33</td>
<td>5</td>
<td>10</td>
<td>20</td>
</tr>
</tbody>
</table>
of these numerical perturbations on the actual development of the liquid surface must be assessed. At this point, we accept this problem as long as it does not cause unstable numerical oscillations. The cases analyzed in this work present an interface evolution that follows a physical explanation. Moreover, in problems involving the injection of liquid jets, the magnitudes of these spurious currents are negligible compared to the jet velocity.

As seen in Figs. 8(a) and 9, the slow spatial convergence of the interface matching solution and the small oscillations in some of the parameters have little effect on the relaxation of the interface amplitude. Figure 9 shows the temporal evolution of the vertical position of the interface at \( x = 7.5 \mu m \), which corresponds to the initial location of the wave crest, and at \( x = 22.5 \mu m \), which is the location of the initial wave trough. Figures 8(a) and 9 verify the grid convergence of the numerical modeling with regard to the interface displacement as the curves representing the surface’s shape and position overlap each other from mesh M1 to M4.

The total change in liquid volume and mass is shown in Fig. 10(a). Note that in the two-dimensional problems analyzed in this paper, a third dimension is considered for convenience with a depth of 1 m. Then, surface areas or liquid volumes are discussed. Convergence with mesh refinement is observed, especially in the total liquid volume. The strong condensation during the relaxation of the sharp initial conditions is well captured with meshes M3 and M4. However, differences in the mass flux and the accuracy to which density variations are captured cause the curves to deviate over time. Grid convergence is observed, but with a first-order rate or lower due to the influence of the interface solution in the mass exchange rates.

Looking at mass errors in the liquid phase, the total amount of mass that condenses at the interface [see Fig. 10(b)] also converges.
with mesh refinement and should be equal to the difference between the total liquid mass at a given time and the initial liquid mass. Here, the total liquid mass is estimated at every time step as 
\[ m_L = \sum_{i,j,k} \rho_{ij,k} C_{ij,k} \Delta x \Delta y \Delta z, \]
with \( \rho_{ij,k} \) being the interface liquid density, \( \rho_b \) at interface cells. This simplification at interface cells introduces small errors when evaluating mass conservation. On the other hand, the total condensed mass is obtained as 
\[ m_{\text{cond}} = \sum_{t=\text{final}} m_{0} A_{CD} \Delta t. \]
Recall \( m_{0} \) is only non-zero at interface cells and \( A_{CD} \) represents the area of the local interface plane at a given cell.

Even though both approaches should be equivalent, they manifest the issues with mesh resolution when capturing the density field and solving the jump conditions and LTE at the interface. Figure 10(b) shows that the mass error evaluated as 
\[ E_m(\%) = \frac{100 (m_L - m_{\text{initial}} - m_{\text{cond}})}{m_{\text{initial}}} \]
with mesh refinement. Although mass errors exist, the overall thermodynamics of the interface can be captured with reasonable accuracy (e.g., identify regions of high or low mass exchange rate or whether condensation or vaporization occurs). These errors are shown to be larger in liquid injection problems as continuous interface deformation generates smaller liquid structures (see Sec. VI E 1). Thus, a fixed mesh resolution may lose accuracy in capturing density variations and a smooth interface solution. Note that the total mass exchanged across the interface only represents about 0.46% of the total liquid mass in the amount of time analyzed in this problem.

The results presented in this section highlight the complexity of the numerical modeling for two-phase flows at supercritical pressures, but at the same time verify the consistency of the methodology implemented in this work. Searching for efficient and reliable methods translates into a limited grid convergence rate for many interface parameters. Therefore, the mesh used in atomization simulations must be a compromise between computational cost and interface accuracy (i.e., geometry and solution of LTE and jump conditions).

2. Pressure effects

The two-dimensional capillary wave has been analyzed for the same four pressures used in Sec. VI A (i.e., 10, 50, 100, and 150 bar) with the uniform mesh M3 (i.e., \( \Delta x = 0.1 \mu m \)). The initial conditions used for all pressures are identical to those previously discussed. The goal here is to present the main differences in the interface thermodynamics as pressure transitions from subcritical to supercritical values.

The total volume and mass change of the liquid phase with time is very similar to the one-dimensional problem described in Sec. VI A (see Fig. 11). Note that the curves representing the volume percentage change at 50 bar and the mass percentage change at 150 bar coincidentally overlap. At 50, 100, and 150 bar, the liquid phase expands near the interface and, together with condensation in the 100 and 150 bar cases, the total liquid volume increases with time. On the other hand, vaporization drives the reduction of the liquid volume at 10 bar. Regarding the total liquid mass change over time, the thermodynamic

![FIG. 10. Temporal evolution of the total liquid volume, the total liquid mass, the total net mass exchanged across the interface, and the estimated mass error for the two-dimensional capillary wave at 150 bar. (a) Total liquid volume and total liquid mass, and (b) total mass condensed and mass error.](image1)

![FIG. 11. Temporal evolution of the change in liquid volume and liquid mass for the two-dimensional capillary wave at 10, 50, 100, and 150 bar using mesh M3.](image2)
transition whereby net vaporization turns into net condensation as pressure increases is observed.

The deformation of the interface in the capillary wave test shows some of the features of the interface varying thermodynamic behavior at high pressures. As seen in Fig. 12, the effects of compressed mixing layers can cause the interface to vaporize and condense at different locations simultaneously. As noted in Poblador-Ibanez and Sirignano,\textsuperscript{19} regions of compressed (heated) gas may present stronger vaporization or weaker condensation, whereas regions of compressed liquid show weaker vaporization or stronger condensation, depending on the ambient pressure. In configurations where mass exchange across the interface is already weak, such as at 50 bar, small interface deformations may trigger this phase-change reversal.

Another important feature of high-pressure, two-phase flows is the reduction of surface-tension forces with a subsequent increase in the time for dynamic relaxation to a smaller surface area per unit volume. Figure 13 shows the relaxation of the wave amplitude over time at different pressures. The vertical position of the interface at the initial wave crest location of $x = 7.5 \mu m$ is shown in Fig. 13(a), and the interface vertical location at the initial wave trough location of $x = 22.5 \mu m$ is shown in Fig. 13(b). Notice the stronger reaction to the sharp initial conditions at 10 bar, where the interface displacement deviates considerably from the behavior at higher pressures. This pattern may be caused by a combination of strong initial vaporization at 10 bar and the numerical method sensitivity to high density ratios, $\rho_1/\rho_2$. Nevertheless, clear conclusions can be extracted.
The effect of volume expansion is noticed as the wave amplitude presents a drift to higher $y$ values as pressure increases. Moreover, higher surface-tension forces at lower pressures cause higher-frequency interface oscillations. The liquid viscosity near the interface drops as pressure increases because of the enhanced dissolution of the lighter gas species. Despite this reduction in viscosity, the coupled dynamic system produces similar damping of the wave amplitude for all analyzed pressures. Reference values of the surface-tension coefficient and the interface liquid and gas densities and viscosities are available in Davis et al.\textsuperscript{34} In that work, the same thermodynamic model used here is implemented, but no interface deformation is considered. Still, the small deformations in the capillary wave test do not change the interface solution significantly.

C. Two-dimensional droplet under forced convection

The temporal evolution of a two-dimensional cylindrical droplet under forced convection at high pressures is considered to verify the dynamical behavior of the two-phase solver and the interface thermodynamics. The same problem is analyzed in Deng et al.,\textsuperscript{107} but where the liquid droplet is incompressible and the thermodynamic model is built on a Redlich–Kwong (RK) equation of state.\textsuperscript{108}

A pure $n$-heptane droplet with a diameter of 0.2 mm and an initial temperature of 300 K is immersed in a hotter nitrogen gaseous stream at 500 K, moving with a freestream velocity of 4 m/s. The droplet is initially at rest. The ambient pressure is 40 bar, which is supercritical for the fuel species. The critical temperature and pressure of $n$-heptane are, respectively, 540 K and 27.4 bar. Deng et al.\textsuperscript{107} initialize the gaseous phase everywhere with a uniform velocity equal to the freestream velocity. However, this initialization is physically questionable, especially at the droplet’s surface, and, in fact, our pressure solver immediately corrects the velocity field by instantaneously accelerating the droplet. To avoid the issue, we initialize the velocity field in the gas phase with the potential flow solution around a stationary circle and obtain good agreement with the droplet displacement shown in the reference.

The computational domain has a length of 5 mm and a height of 2 mm. Uniform inflow boundary conditions are considered at the right boundary and outflow boundary conditions are assumed across the other three boundaries. The droplet is initially centered at a distance of 1 mm from the inlet and at the midpoint between the top and bottom boundaries. Three different uniform meshes are considered, summarized in Table II.

Figure 14 shows the displacement of the droplet and its deformation over time compared to the results presented in Deng et al.\textsuperscript{107} The incoming gas phase flows from right to left. Laboratory coordinates are used where the droplet is initially centered at $x = y = 0$. Good
agreement is found in the displacement of the upstream side of the droplet. The early snapshots show the reference solution moving slightly faster. Such difference may be explained by the different pure liquid density predictions between the equations of state, about 580 kg/m³ with the RK equation and about 693 kg/m³ with the volume-corrected SRK equation. For both models, the pure nitrogen gas phase density is about 26 kg/m³.

The deformation of the droplet is different. This deviation is not unexpected since our model considers varying fluid properties in the liquid phase, where density and viscosity drop considerably as nitrogen dissolves and the liquid heats. Such a scenario is also discussed in Sec. VI E 2 for the two-dimensional planar jet test. As observed in Fig. 15, the liquid density and viscosity drop across the mixing layer inside the droplet, especially near the top and bottom edges, where higher heat transfer increases the surface temperature and enhances the dissolution of nitrogen. Note that the liquid viscosity may drop by a factor of two. The pure gas viscosity is $2.605 \times 10^{-5}$ Pa s and the pure liquid viscosity is $5 \times 10^{-8}$ Pa s. Such variation in fluid properties results in an increased transverse stretching of the droplet compared to the incompressible reference solution.

Additionally, some directional bias in the numerical solution affects the evolution of the droplet’s top edge. The code alternates sweeping directions to minimize such bias. As the mesh is refined, a symmetric behavior is recovered. Nonetheless, there has not been a similar problem in the two- and three-dimensional planar jet solutions presented in Secs. VI E and VI F.

The apparent difference in droplet volume (i.e., area in two dimensions) between both solutions is explainable. During the early times, the volume contained by both solutions is approximately the same. Later, greater differences exist. Regardless of the mass-conservation properties of the interface tracking/capturing approach, there exist differences of physical nature. The compressible solution predicts volume expansion up to $t \approx 0.5$ ms despite the droplet’s vaporization, caused by the heating of the liquid phase and the dissolution of nitrogen. Moreover, the vaporization rates predicted by our model are substantially smaller.

Figure 16 presents the evolution over time of the vaporization rate and an average mass flux per unit area. Substantial vaporization occurs during the adjustment of the initial conditions, but vaporization rates rapidly decrease and even show some transient net condensation due to the high-pressure environment. After some time, the mass flux per unit area stabilizes to a constant value, as reported in Deng et al., and the vaporization rates increase with the growth of the surface area.
Nonetheless, the solution of the interface matching relations and LTE, coupled with the volume-corrected SRK equation of state, predicts vaporization rates at least an order of magnitude lower than those reported in Deng et al.\textsuperscript{107} This result does not come as a surprise. The RK equation of state predicts vapor pressures of substances with high acentric factors poorly\textsuperscript{76} (i.e., like \(n\)-heptane), which in turn affects the predicted equilibrium solutions for mixtures including such components. Zhu and Aggarwal\textsuperscript{73} detail this problem in binary mixtures of \(n\)-heptane and nitrogen and highlight the superior performance of the SRK equation of state. The deviations introduced by the RK model overestimate the liquid species’ vaporization and the gaseous species’ dissolution at high pressures. At the same time, the heat of vaporization necessary for the change of phase is underestimated by a varying factor between 2 and 10 times less than the SRK model.\textsuperscript{73}

Furthermore, it is worth highlighting the discrepancies in the reported mixture critical temperature for the considered binary mixture at 40 bar. Deng et al.\textsuperscript{107} report a critical temperature of 470 K, while the RK model implemented in Zhu and Aggarwal\textsuperscript{73} suggests a critical temperature between 515 and 540 K for a pressure of 40 bar. Such difference could aggravate the excess vaporization. On the other hand, the critical temperature predicted by our SRK model is about 538 K, in line with previous estimates.\textsuperscript{73}

D. Three-dimensional droplet evaporation

The vaporization of a three-dimensional \(n\)-heptane droplet immersed in a quiescent environment of hotter gaseous nitrogen is analyzed. Experimental results for the evaporation of this fuel droplet subject to a wide range of ambient conditions are presented in Nomura et al.\textsuperscript{108} The analyzed pressures vary from 1 to 50 bar, while the nitrogen gas temperature varies from 400 to 800 K. That is, a wide range of sub- and supercritical conditions is investigated. These experimental results have been used to validate droplet models under transcritical conditions, such as those from Zhu and Aggarwal\textsuperscript{73} and Zhang.\textsuperscript{110}

Here, we focus on the evaporation of the \(n\)-heptane droplet at transcritical conditions. The initial droplet diameter and temperature are, respectively, \(D = 0.5\) mm and 300 K. The ambient nitrogen is at 50 bar and 493 K. The computational domain is a cubic box of size \(6.4D\). The computational cost constrains the domain size since long physical times are required to achieve significant volume reduction. Furthermore, the simulations are performed by using the symmetry planes. In other words, only \(1/8\)th of the spherical droplet is considered. Outflow boundary conditions are imposed along the nonsymmetric boundaries. Details on the uniform mesh resolution are presented in Table III, where the resolution recommendation from Baraldi et al.\textsuperscript{63} has been followed to limit the impact of spurious currents and other geometrical errors on the droplet’s surface. Nonetheless, as the liquid vaporizes, such a level of resolution will be lost.

Figure 17 presents the evolution of the droplet diameter in a \(\left(\frac{d}{D}\right)^2\) vs time plot, where \(D\) is the initial droplet diameter defined earlier. Due to computational constraints, results for an extended time are only available for mesh S1. The instantaneous droplet diameter, \(d\), is obtained from the liquid volume data (i.e., \(V = \pi D^3/6\)) since the droplet remains spherical at all times. Spurious currents exist but do not affect the droplet’s shape nor the surface regression under vaporization. A deviation between the numerical results and the

<table>
<thead>
<tr>
<th>Mesh</th>
<th>S1</th>
<th>S2</th>
<th>S3</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Ax) ((\mu m))</td>
<td>20.83</td>
<td>15.63</td>
<td>12.5</td>
</tr>
<tr>
<td>Cells/diameter</td>
<td>24</td>
<td>32</td>
<td>40</td>
</tr>
</tbody>
</table>
Experimental data is observed in Fig. 17(a). Initially, a transient process occurs where the droplet volume increases under thermal expansion and the enhanced dissolution of nitrogen, counteracting the surface regression due to vaporization. Then, the droplet heats and a classical \(d^2\)-law is recovered where the square of the diameter decreases linearly over time.

The apparent translation of the \((d/D)^2\) curve is also reported in Zhang\textsuperscript{109} when validating against experimental data from Nomura et al.\textsuperscript{10} It is concluded that the experimental setup induces enhanced vaporization of the droplet when it is moved from the generator to the test position. When including this displacement in the droplet model, excellent agreement with the experimental data are found.\textsuperscript{110} On the other hand, the droplet model from Zhu and Aggarwal\textsuperscript{7} using the SRK equation of state predicts a much better agreement. However, liquid volume expansion is not considered, which might overestimate the surface regression during the early times.

Note that the \(d^2\)-law slope compares to the experimental data, which further corroborates the accuracy of the phase change predictions using the thermodynamic model based on the volume-corrected SRK equation of state. With a less accurate thermodynamic model, such as one based on the RK equation of state, surface regression at transcritical conditions is overestimated and the \(d^2\)-law slope deviates considerably from the experimental data.\textsuperscript{73} A similar discussion has been provided in Sec. VI C.

Finally, Fig. 17(b) shows the effect of mesh resolution during the early transient volume increase. Mesh refinement predicts more liquid volume expansion, and the onset of vaporization-dominated surface regression is delayed. This behavior is explained by our model better resolving the initial thin diffusion layers in the liquid phase as the mesh is refined. Mesh convergence of the evolution of \((d/D)^2\) is observed.

### E. Two-dimensional planar jet

A temporal study of a symmetric two-dimensional planar jet is performed to demonstrate the ability of the numerical model in capturing the interface deformation and the relevant high-pressure physics during the liquid injection. Sustained liquid surface deformation occurs in this test. Although planar jets might develop an antisymmetric behavior,\textsuperscript{26} the test problem is constrained to the symmetric configuration to limit the computational cost.

The jet half-thickness is 10 \(\mu\text{m}\), and the interface is initially perturbed with a sinusoidal wave of 30 \(\mu\text{m}\) wavelength and 0.5 \(\mu\text{m}\) amplitude. The choice of wavelength is made following previous works in the incompressible and high-pressure weakly compressible frameworks.\textsuperscript{19,22,24} A thin velocity distribution of a few micrometers (i.e., about 6 \(\mu\text{m}\)) is imposed around the interface, where the streamwise velocity varies from 0 m/s in the liquid phase to 30 m/s in the gas phase with a hyperbolic tangent profile following the equation \(u(y) = 15(\tanh(6.5 \times 10^3(y - 10 \times 10^{-5})) + 1)\). Periodic boundary conditions are imposed in the streamwise direction, and outflow boundary conditions are imposed in the gas phase along the top boundary of the numerical domain. The top boundary is sufficiently far from the two-phase mixing region to not affect the results. The thermodynamic pressure is 150 bar, and the liquid jet is initially composed of pure n-decane at 450 K and the surrounding gas is pure oxygen at 550 K. Only one wavelength is enclosed in the computational domain and periodicity in the streamwise direction may be used to plot the results.

The low-Mach-number domain is verified using the thermodynamic model. At this high pressure, the speed of sound in the gas phase obtained with the thermodynamic model is approximately 450 m/s. Therefore, a gas velocity of 30 m/s results in a Mach number of \(M \approx 0.0667\). The development of a compressible pressure equation (not the PPE utilized in this work) shows that compressible terms (i.e., wave-like equation) scale with \(M^2 \approx 0.00444 \sim \mathcal{O}(10^{-2})\), which can be reasonably neglected. Faster jet velocities up to 100 m/s could be analyzed in future works with \(M^2 \sim \mathcal{O}(10^{-2})\) as the limit before the low-Mach-number model needs to be revised.

### 1. Mesh resolution and mass conservation

The results presented in Sec. VI B show good mesh convergence and mass conservation properties for configurations with small deformations. In other words, situations where the mesh resolves the shape of the liquid with high accuracy at all times. However, liquid atomization problems present a cascade process whereby smaller and more complex liquid structures develop before they break up into ligaments and droplets.

An analysis of mesh dependence both in the liquid surface deformation and mass conservation properties is presented in this section. Three different uniform mesh sizes between M3 and M4 (see Table I) are analyzed. Their characteristics are presented in Table IV.

Figures 18 and 19 show the evolution of the temperature field and the interface deformation obtained with each mesh J1, J2, and J3. For the early times (i.e., \(t \leq 4.5 \mu\text{s}\)), detailed close-ups of the interface perturbation are shown. A broader picture is presented once the liquid deformation becomes chaotic. The three meshes show almost an identical evolution up to \(t \approx 1.5 \mu\text{s}\). Then, the coarser mesh J1 starts to deviate from J2 and J3, as seen in the snapshots at 2 \(\mu\text{s}\). Deviations between J2 and J3 start to appear after 2.5 \(\mu\text{s}\). Overall, the qualitative evolution of the interface is very similar in J1, J2, and J3, even for longer times. Deviations are observable once small liquid structures, with respect to the mesh size, develop (e.g., high local curvature). These poorly resolved regions suffer from less accurate interface geometrical and thermodynamic properties, as well as some simplifications to the numerical methodology that are implemented to allow for extensive temporal development. Therefore, the liquid surface may evolve differently once these mesh constraints appear. Another important consideration relates to the variation of fluid properties at these high pressures. Compared to grid-independence studies in two-phase incompressible flows, the resolution with which, for instance, the variable-density field is captured also has an impact in the dynamics of the liquid phase. Thus, many more factors contribute to the mesh performance. Some solutions to this problem exist, like using local mesh refinement near these under-resolved regions. However, they are not

<table>
<thead>
<tr>
<th>Mesh</th>
<th>J1</th>
<th>J2</th>
<th>J3</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\Delta x \ (\mu\text{m}))</td>
<td>1/10</td>
<td>1/15</td>
<td>1/20</td>
</tr>
<tr>
<td>Cells/wavelength</td>
<td>300</td>
<td>450</td>
<td>600</td>
</tr>
<tr>
<td>Cells/amplitude</td>
<td>5</td>
<td>7.5</td>
<td>10</td>
</tr>
</tbody>
</table>

---
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FIG. 18. Temperature plots and interface deformation at 150 bar for the two-dimensional planar jet with three mesh sizes J1, J2, and J3. Plotted times correspond to 1, 2, 3, and 4 $\mu$s. The interface location is highlighted with a solid black curve representing the isocontour with $C = 0.5$. 
pursued here to avoid increased modeling complexity. Nevertheless, the mesh cannot be refined indefinitely because of computational and physical constraints.

A mass conservation analysis is performed for the liquid jet. Mass errors are evaluated as defined in Sec. VI B 1. A worse performance than the standing capillary wave problem is observed. The generation of smaller liquid structures typical of atomization problems is problematic for fixed meshes. Not only the evolution of the liquid surface is affected, but also mass-conservation properties suffer. J1 is the worst performing mesh, with considerable deviations from J2 and J3 early in the simulations. J2 and J3 present a similar performance until the liquid mass evolution starts to deviate substantially (see Fig. 20). Total liquid volume remains nearly identical up to 6 $\mu$s. However, deviations in total liquid mass and total net mass condensed across the interface appear much sooner, approximately between 3 and 4 $\mu$s. Mass errors are below 0.5% up to 4 $\mu$s approximately, and then, they increase indefinitely as the deformation cascade develops. The mass errors, as defined in this work, are fairly negligible compared to the total liquid mass. During the analyzed times, the total mass exchanged across the interface only represents about 0.42% of the liquid mass.

Note that these errors are mainly related to a worse resolution of the liquid density field, the interface geometry and its equilibrium state. For example, as surface area grows and smaller structures form, more interface cells exist and their mass is approximated by considering the interface liquid density only. They do not limit the ability of the model to predict condensation and vaporization rates with

![Temperature plots and interface deformation at 150 bar for the two-dimensional planar jet with three mesh sizes J1, J2, and J3. Plotted times correspond to 5, 6, 7, and 8 $\mu$s. The interface location is highlighted with a solid black curve representing the isocontour with $C = 0.5$.](image-url)
reasonable accuracy, even for small liquid structures. As seen in Fig. 20, the total mass exchanged across the interface results in net condensation up to 6 l, with the liquid shape still being well-defined with none or minimal coalescence and breakup. Nevertheless, as thinner ligaments develop, the total liquid mass drops.

The analysis presented in this section suggests that achieving good mass conservation properties and grid independence in the evolution of the liquid shape becomes a greater challenge than similar VOF codes used in incompressible two-phase flows. Computational costs and the physics limit how fine the mesh can be; thus, a compromise between numerical performance, physical coherence (i.e., avoiding a mesh size that enters the phase non-equilibrium transition layer across the interface), and simulation goals is required. If computational cost is not an issue, mesh J3 is preferred under this problem configuration. However, mesh J2 could be used in favor of cheaper three-dimensional computations with a similar problem configuration.

2. Supercritical pressure effects

A summary of the main features of liquid injection at supercritical pressures is presented in this subsection. The results are obtained with mesh J3. Figure 21 presents the distributions of temperature, liquid viscosity, oxygen mass fraction, YO, and density on each phase at t = 4.5 μs. The characteristics of the mixing process are seen where the swirling motion captures regions of hotter gas and higher oxygen concentration into the liquid structure. Moreover, the dissolution of the lighter oxygen into the liquid causes a decrease in the liquid viscosity to gas-like values near the interface and a substantial drop in liquid density with respect to liquid properties at the jet’s core. These effects are more pronounced in the elongated liquid structures. This mixing process is responsible for the fast deformation of the liquid under the shear forces caused by the moving dense gas and for variations in the interface thermodynamic behavior along the interface. Later in Sec. VI F, Fig. 24 shows the variations of interface properties along the liquid surface in a three-dimensional configuration.

Altogether, the fast growth of the surface instability at high pressures is apparent, which can be linked to faster atomization compared to injection at subcritical pressures. The time scales presented in this subsection are similar to those reported in temporal studies of axisymmetric liquid jets at high pressures, although time scales may also be affected by the initial problem configuration. That is, the growth of surface instabilities will depend on the imposed perturbation and the initial velocity distribution across the interface.

F. Three-dimensional planar jet

A temporal and symmetric three-dimensional planar jet is presented in this section to demonstrate further the ability of the numerical model to handle three-dimensional configurations with large surface deformations. Similar to the two-dimensional jet problem, the jet half-thickness is 10 μm and the interface is initially perturbed in the streamwise direction with a sinusoidal wave of 30 μm wavelength and 0.5 μm amplitude. Another sinusoidal perturbation in the spanwise direction is superimposed with a 20 μm wavelength, and the amplitude ranges between 0.3 and 0.5 μm to enhance three-dimensional effects.

Initially, the liquid is composed of n-decane at 450 K and the gas is composed of oxygen at 550 K. The thermodynamic pressure is 150 bar, and the streamwise velocity varies with the same hyperbolic tangent profile discussed in Sec. VI E from 0 m/s in the liquid to 30 m/s in the gas. Periodic boundary conditions are imposed in the streamwise and spanwise directions, and outflow boundary conditions are imposed in the gas domain top boundary away from the interface. Only one wavelength in each direction is enclosed in the computational domain and periodicity in the streamwise and spanwise directions may be used when plotting the results.

Figure 22 presents the interface deformation of the three-dimensional planar jet up to 3 μs in time with a spanwise perturbation amplitude of 0.5 μm. Two different meshes are used (i.e., J1 and J3) to estimate the effect of mesh size in the development of three-dimensional liquid structures. The liquid surface evolution is practically identical with J1 and J3. Only at 3 μs can some deviations be seen in the
The elongation of the ligament stretching from the tip of the lobes that form on the liquid surface. The coarser mesh predicts a thinner and longer ligament than the finer mesh due to a poorer mesh resolution near the ligament tip. The rest of the liquid surface looks very similar, which might justify using mesh J2 instead of mesh J3 to ease the computational cost of three-dimensional simulations.

Furthermore, three-dimensional results are presented in Figs. 23 and 24. In this case, mesh J2 is used to speed up the computation and
the initial amplitude of the spanwise perturbation is set to 0.3 \mu m. As seen in Fig. 23, the liquid jet can deform substantially at relatively low velocities. Liquid sheets overlap onto each other as holes occasionally appear and some ligaments and droplets form. Interestingly, it becomes apparent that analysis of the interface solution along the surface is crucial (see Fig. 24). The interface deformation and the interaction with the surrounding fluid change the LTE and jump conditions solution. Interface regions immersed or compressed toward the hotter gas present higher temperatures, which enhance the dissolution of oxygen into the liquid according to LTE [see Fig. 1(a)]. This increase in temperature affects the local mass exchange rate and there can be regions showing net vaporization (high interface temperature), while other regions show net condensation (low interface temperature). Simpler works using the same binary mixture but where the interface does not deform only showed net condensation at 100 bar and above.17,34,35

Moreover, the surface-tension coefficient drops in the hotter interface. This phenomenon shows the importance of the variable surface-tension coefficient observed at high pressures, which affects how the interface deforms. On the other hand, the changes in the interface state are negligible at subcritical pressures cases, which simplify the study of liquid atomization in that pressure range.

Similarities are seen with the results of Jarrahbashi and Sirignano,25 Jarrahbashi et al.,26 and Zandian et al.27–29 for incompressible fluids (e.g., formation of lobes, holes, bridges, and ligaments). The qualitative differences can be explained by the reduced surface tension at elevated pressures. However, in-depth analysis of the characteristics of liquid jets at high pressures is left for future works. Here, the focus is on showing the capabilities of the numerical method presented in this work to analyze the high-pressure liquid injection problem while predicting the relevant two-phase, high-pressure physics (e.g., variable interface state, enhanced mixing in the liquid phase).

VII. SUMMARY AND CONCLUSIONS

A new physical and numerical methodology has been presented to solve low-Mach-number compressible two-phase flows with phase change. The methodology addresses compressible liquids with phase change and its ultimate goal is the study of liquid fuel injection in the thermodynamic state where the pressure is supercritical for the fuel, but the temperature is subcritical for the resulting liquid mixture at the interface. These thermodynamic conditions are relevant in high-pressure combustion chambers of diesel, gas turbines, and rocket engines using typical hydrocarbon-based liquid fuels, specifically near the fuel injectors before substantial heating occurs and the two-phase mixture transitions to a supercritical state. Therefore, the early atomization and fuel mixing may still be dominated by two-phase dynamics.

The advection of the liquid phase is performed by extending the VOF method from Baraldi et al.63 to compressible liquids undergoing phase change. Moreover, the low-Mach-number governing equations for two-phase flows, as well as their balancing across the interface, are coupled to a non-ideal thermodynamic model based on a volume-corrected SRK equation of state. Further details about this thermodynamic model are available in Davis et al.34 The complexity of the non-ideal physics at high pressures adds extra computational cost. To properly capture the interface properties and its displacement, jump conditions and LTE have to be solved at each interface cell and extrapolations of phase-wise fluid compressibilities and the corresponding velocity field have to be performed. This interface-resolved approach provides a comprehensive description of the variation of interface properties inherent of transcritical domains and how they affect the liquid deformation. A constant–coefficient PPE for low-Mach-number flows is developed based on Dodd et al.64,65 This PPE can be solved with a computationally efficient FFT method to alleviate the increase in computational cost.

Various tests show the viability and accuracy of the numerical model presented in this work. A sufficiently fine mesh is needed to
provide a smooth interface solution and to minimize numerical errors and mass errors. In the limit of incompressible liquid without phase change, the method recovers the mass-conserving properties from Baraldi et al. The highly coupled approach induces the generation of spurious currents around the interface and caution is needed to make sure they are not detrimental for the actual interface evolution. The VOF method alone is known to cause spurious currents, both due to the HF method used to evaluate curvature and due to the sharp volume-averaging of fluid properties at the interface when solving the one-fluid momentum equation. Additionally, the localized source...
terms related to mass exchange and different fluid compressibilities at the interface contribute further to the generation of spurious currents.

Future work can consider improvements to the new methodology. A few ideas for the topic are provided below.

- Optimize the cost of the thermodynamic model and the extrapolations across the interface.
- Reduce the generation of spurious currents around the interface while keeping a sharp interface.
- Improve the accuracy of the numerical schemes used to discretize the governing equations.
- Consider the interface transition from a sharp to a diffuse interface near and beyond the mixture critical point.

Ongoing analysis with the current code has the following goals:

- Analyze the early deformation of three-dimensional liquid jets at high pressures.
- Characterize the interface deformation as a function of pressure and other parameters.
- Use the interface-resolved methodology to study the thermodynamic state of the interface. That is, determine regions of high/low surface-tension coefficient, identify regions of condensation/vaporization, etc.
- Determine the role of vortex dynamics in the early deformation of the liquid.
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APPENDIX A: DETAILS ON THE THERMODYNAMIC MODEL

The thermodynamic model implemented in this work is based on a volume-corrected SRK cubic equation of state,\(76\) which is able to represent non-ideal fluid states for both the gas and liquid phases. The original SRK equation of state\(77\) presents density errors of up to 20% when compared to experimental measurements whenever a dense fluid is being predicted\(18,111\) (i.e., liquid or high pressure gas). Therefore, it affects the prediction of fluid properties and transport coefficients using other models and correlations that rely on the fluid density. An example of the improvement in the density prediction is shown in Fig. 25, where the density of \(n\)-decane at 100 bar and various temperatures is plotted. Since the correction is implemented as a volume translation, other thermodynamic variables, such as fugacity or enthalpy, are equivalent between both the improved and the original SRK equation of state.

The volume-corrected SRK equation of state is expressed in terms of the compressibility factor, \(Z\), as

\[
Z^3 + (3B_n - 1)Z^2 + [B_n(3B_n - 2) + A - B - B^2]Z + B_n(B_n^2 - B_n + A - B + B^2) - AB = 0,
\]

with

\[
Z = \frac{p}{\rho RT}, \quad A = \frac{a(T)p}{R^2_n T^2}, \quad B = \frac{b p}{R_n T}, \quad B_n = \frac{c(T)p}{R_n T}.
\]

The parameters of this equation of state are the following. \(a(T)\) is a temperature-dependent cohesive energy parameter, \(b\) represents a volumetric parameter related to the space occupied by the molecules, and \(c(T)\) is a temperature-dependent volume correction. \(R\) and \(R_n\) are the specific gas constant and the universal gas constant, respectively. Generalized quadratic mixing rules are used,\(76,78\) which work well for nonpolar fluids. The binary interaction parameter, \(k_{ij}\), can be obtained from models correlated with vapor–liquid equilibrium experimental data. For instance, Soave et al.\(112\) provide correlations specific for the SRK equation of state and different mixtures (e.g., nitrogen–alkane pairs). When data are not available, neglecting the interaction coefficients must be justified. For instance, \(k_{ij} \approx 0\) for nitrogen–alkane mixtures; thus, under the assumption that nitrogen and oxygen are similar components, the binary interaction coefficients could be neglected and set to zero for oxygen–alkane mixtures if no data are available.

The solution of this cubic equation provides the density of the fluid mixture, \(\rho\), and is computationally efficient since an analytical solution exists. Together with high-pressure correlations, the volume-corrected SRK equation of state is used to evaluate fluid properties and transport coefficients. The generalized multi-parameter correlation from Chung et al.\(112\) is used to evaluate viscosity and thermal conductivity. The mass diffusion coefficient is obtained from the unified model for non-ideal fluids presented in Leahy-Dios and Firoozabadi\(113\) simplified for binary mixtures and the surface-tension coefficient is estimated as a function of the interfacial properties and composition from the Macleod–Sugden correlation as suggested in Poling et al.\(1\). The Macleod–Sugden correlation is preferred for mixtures near the critical point since it provides the correct limit whereby the surface-tension coefficient drops to zero at the critical point.

Further details on the development of the necessary thermodynamic expressions to evaluate fluid properties for the non-ideal mixture (e.g., mixture enthalpy) based on the concept of a departure function from the ideal state\(77\) and the practical implementation of this thermodynamic model can be found in Davis et al.\(114\) and the
APPENDIX B: IMPLEMENTATION DETAILS

The code used for this work has been written in Fortran 90 and uses the message-passing interface (MPI) and OpenMP for multi-processor computing. The computational domain is partitioned in a pencil-like distribution with the contiguous memory area (e.g., local equilibrium state and extrapolations). The following external open-source libraries have been linked to the code: 2DECOMP&FFT\textsuperscript{11} to perform the domain decomposition and FFTW3\textsuperscript{14} to solve the pressure Poisson equation, Eq. (29), using discrete Fourier transforms. The simulations were performed on the University of California Irvine’s local HPC3 cluster.

APPENDIX C: DISCRETIZATION OF THE SPECIES AND ENTHALPY TRANSPORT EQUATIONS

Details regarding the discretization of the species and enthalpy transport equations in non-conservative form, Eqs. (18) and (19), are provided in this appendix. As an example, the discretization of \( \nabla Y_O \) in the convective term \( \vec{u}_f \cdot \nabla Y_O \) is shown here following the configuration presented in Fig. 3. The method shown here for derivatives with respect to the \( x \)-variable will serve as templates for the derivatives with respect to \( y \) and \( z \) and can also be implemented for the respective term in the enthalpy transport equation. For simplicity, the explicit notation has been dropped. This example covers the different scenarios that can be found when evaluating \( \partial Y_O / \partial x \) with an adaptive first-/second-order upwinding scheme and can be easily extended to other directions and interface configurations.

At cell \( i \), the gradient using gas values is found as follows. With a uniform mesh, for \( (u_f^i + u_f^{i+1})/2 < 0 \) (where the phase-wise velocity is \( f = g \)), \( \partial Y_O / \partial x \) becomes

\[
\frac{\partial Y_O}{\partial x}^i = \begin{cases} 
\frac{Y_O^{i,i-2} - Y_O^i + (Y_O^i - Y_O^{i+1})(1 + \Delta x_1/\Delta x_2)^2}{\Delta x_2 + \Delta x_3 - \Delta x_2} & \text{if bounded second-order,} \\
\frac{Y_O^{i,i+1} - Y_O^i}{\Delta x_2} & \text{if not bounded second-order,}
\end{cases}
\]

and if \( (u_f^i + u_f^{i+1})/2 \geq 0 \), it becomes

\[
\frac{\partial Y_O}{\partial x}^i = \begin{cases} 
\frac{Y_G^i - Y_O^{i,1}}{\Delta x_1} & \text{if } \Delta x_1 \geq 0.05\Delta x, \\
\frac{Y_O^{i,i-1} - Y_O^g}{\Delta x_1 + \Delta x_2} & \text{if } \Delta x_1 < 0.05\Delta x,
\end{cases}
\]

where \( Y_G^i \) is the gas mass fraction of the oxidizer species at the interface. The interface values used in the numerical stencils are averaged similar to Eq. (30). If the distance between node \( i \) and the interface is very small (i.e., \( \Delta x_1 < 0.05\Delta x \)), node \( i \) is skipped and the gradient is evaluated using the neighboring node \( i + 1 \). This step becomes necessary to avoid a spike in the value of \( \partial Y_O / \partial x \) when the interface is very close to the grid node, which might cause unrealistic solutions near the interface.

Another possible stencil is given in cell \( i + 1 \) if \( (u_f^{i+1} + u_f^{i+2})/2 \geq 0 \). Here, \( \partial Y_O / \partial x \) is evaluated as

\[
\frac{\partial Y_O}{\partial x}^{i+1} = \begin{cases} 
\frac{Y_G^i - Y_O^{i+1} + (Y_O^{i+1} - Y_O^g)(1 - \Delta x_1/\Delta x_2)^2}{\Delta x_2} & \text{if bounded second-order and } \Delta x_1 \geq 0.05\Delta x, \\
\frac{Y_O^{i+1} - Y_O^i}{\Delta x_2} & \text{if not bounded second-order solution or } \Delta x_1 < 0.05\Delta x,
\end{cases}
\]

where a combination of the conditions given in Eqs. (C1) and (C2) is used to maintain numerical stability and boundedness. Away from the interface, the upwind efficiency of \( \partial Y_O / \partial x \) is obtained with similar expressions as in Eqs. (C1) and (C3) only considering the boundedness condition.

Diffusive terms are discretized using second-order central differences, although near the interface the spatial accuracy might be reduced when including the interface. Similarly, we look at the discretization of \( \nabla \cdot (\rho D_m \nabla Y_O) \) in the \( x \) direction under the configuration presented in Fig. 3. However, its extension to other directions or interface configurations is straightforward. The generic discretization of the diffusive term is

\[
\frac{\partial}{\partial x} \left( \rho D_m \frac{\partial Y_O}{\partial x} \right) = \frac{(\rho D_m \frac{\partial Y_O}{\partial x})_E - (\rho D_m \frac{\partial Y_O}{\partial x})_W}{\Delta x},
\]

with \( E \) and \( W \) referring to the East and West cell faces, respectively.

Fluid properties at the cell face are obtained by linear interpolation between two neighboring grid nodes. If the interface is located between the grid node and its respective cell face, the
interface replaces the cell face (e.g., the West face of node i in Fig. 3). Also, if the interface is located beyond a cell face but before a neighboring node, its equilibrium solution and position are used for the linear interpolation of fluid properties at the cell face and to evaluate \( \partial Y_{oi} / \partial x \) (e.g., the East face of node i−1 in Fig. 3).

For example, the discretization of the diffusive term at cell i results in

$$\frac{\partial}{\partial x} \left( \rho D_m \frac{\partial Y_{oi}}{\partial x} \right) = \left( \rho D_m \frac{\partial Y_{oi}}{\partial x} \right)^E - \left( \rho D_m \frac{\partial Y_{oi}}{\partial x} \right)^W , \quad \text{Eq. (C5)}$$

with

$$\left( \rho D_m \frac{\partial Y_{oi}}{\partial x} \right)^E = \frac{\left( Y_{oi}^E - Y_{oi}^W \right)}{\Delta x_1 + \Delta x_2 / 2} , \quad \text{Eq. (C6a)}$$

$$\left( \rho D_m \frac{\partial Y_{oi}}{\partial x} \right)^W = \begin{cases} \left( \rho D_m \right)^T_{ik} \frac{\left( Y_{oi}^E - Y_{oi}^W \right)}{\Delta x_1} & \text{if } \Delta x_1 \geq 0.05 \Delta x , \\ \left( \rho D_m \right)^T_{ik} \frac{\left( Y_{oi}^E - Y_{oi}^W \right)}{\Delta x_1 + \Delta x_2} & \text{if } \Delta x_1 < 0.05 \Delta x , \end{cases} \quad \text{Eq. (C6b)}$$

where \( \left( \rho D_m \right)^E \) is the product of the linear interpolations of \( \rho \) and \( D_m \) at the East face and \( \left( \rho D_m \right)^W \) is the product of the interface gas values of \( \rho \) and \( D_m \) at equilibrium. Similar to the discretization of the convective term, the approximation of \( \partial Y_{oi} / \partial x \) skips node i if the interface is very close to it in order to avoid nonphysical spikes.

Some other special considerations are needed to ensure a stable and physically correct solution. Two extreme cases may exist, either when the interface is nearly touching the grid node (i.e., \( \Delta x_1 < 0.01 \Delta x \) in Fig. 3) or when the node changes phase (i.e., \( C^0 < 0.5 \) and \( C^{n+1} > 0.5 \) or \( C^n > 0.5 \) and \( C^{n+1} < 0.5 \)). In both scenarios, the interface value of the correct phase is assigned to a grid node based on its proximity. If the interface displacement in \( \Delta t \) is very small, this approximation is reasonable. Moreover, under- or over-resolved regions (i.e., droplets or thin areas of the order of the mesh size) might generate incorrect solutions. To avoid this problem, if a nonphysical solution is detected because of this reason, the values for oxygen mass fraction or enthalpy assigned to the problematic cell are obtained from an average of the surrounding physically correct values of the same fluid phase.

**APPENDIX D: DETAILS ON THE TECHNIQUES USED TO EXTRAPOLATE THE FLUID COMPRESSIBILITIES AND PHASE-WISE VELOCITIES**

The equations presented in Aslam96 used to extrapolate the fluid compressibility across the interface as detailed in Sec. 8C are summarized in this appendix. Generally, a linear extrapolation of the divergence of each phase is preferred. However, a constant extrapolation might be necessary for numerical stability depending on the problem configuration.55 Using the extrapolation of the liquid-phase divergence as an example, Eqs. (D11) and (D2) have to be solved. The gas-phase divergence extrapolation follows the same approach.

\[
\frac{\partial g}{\partial t} + \nabla (\nabla \cdot \mathbf{u}) = \nabla g \rightarrow \nabla (\nabla \cdot \mathbf{u}) = \nabla g . \quad \text{(D3)}
\]

In Eqs. (D1) and (D2), \( g = \nabla \cdot \mathbf{u} \) and \( g_n = \mathbf{u} \cdot \nabla g \). Here, \( g \) is defined pointing toward the gas phase. These equations are solved to steady state in a fictitious time, \( \tau \), which does not necessarily have units of time. First, the normal gradient of \( g \) (or \( g_n \)) is extrapolated in a constant fashion using Eq. (D1) and, then, \( g \) is extrapolated linearly following \( g_n \) using Eq. (D2). The liquid-phase extrapolation is only performed in the region defined by \( H(C) \), where \( H(C) = 0 \) if \( C < 1 \) and \( H(C) = 1 \) otherwise. That is, the extrapolation is done only at interface cells (i.e., \( 0 < C < 1 \)) and gas cells (i.e., \( C = 0 \)). When extrapolating gas-phase values, \( H(C) = 0 \) if \( C = 0 \) and \( H(C) = 1 \) otherwise. For practical purposes, it is sufficient to reach steady state only within the extrapolation region defined in Fig. 5. If a constant extrapolation is required for numerical stability, it is only necessary to solve Eq. (D2) by setting \( g_n = 0 \). That is, a linear extrapolation might overestimate or underestimate the fluid compressibility within the extrapolation region, especially during initialization with sharp initial conditions. This problem might result in the development of an unstable or unrealistic solution. More information on the numerical discretization and solution of these two equations can be found in Aslam96.

Within the VOF framework, the normal unit vector is defined only at interface cells. Therefore, we need to populate the extrapolation region with an estimate of \( \mathbf{n} \) in order to solve Eqs. (D1) and (D2). For that purpose, an inverse-distance weighted average is used to obtain each component \( n_m \) (i.e., \( m = x, y, z \)) of \( \mathbf{n} \) at non-interface cells following \( n_m = (\sum_i d_i)^{-1} / (\sum_i d_i) \). To evaluate this average, only the information of the closest set of \( i \) interface cells in the neighborhood of the node of interest is used. \( d_i \) is defined as the distance between the node and the centroid of the interface plane in cell \( i \). Once each component \( n_m \) is obtained, the vector is re-normalized to have \( |\mathbf{n}| = 1 \).

Another method to extrapolate the fluid compressibility is presented by McCaslin et al.115 The same extrapolation equations presented in Aslam96 are solved directly at steady state using a fast marching method (FMM). The method is computationally more efficient since it does not require iterations on a pseudo-time. However, spatial convergence is less accurate for higher-order extrapolations (e.g., linear or quadratic). For a constant extrapolation, the FMM approach and the iterative method by Aslam96 have the same spatial accuracy; thereby, the FMM approach has an advantage and has been used to speed the three-dimensional computations shown in Secs. 6I.D and 6I.F.

Once the fluid compressibilities have been estimated across the interface for each phase, the extrapolation method presented in Dodd et al.15 adapted to compressible flows is used to obtain the phase-wise velocities. Equation (D3) solves the extrapolation of \( \mathbf{u} \) and is directly solved at steady-state conditions (i.e., \( \tau \rightarrow \infty \), \( \mathbf{u} \rightarrow 0 \)) using an iterative solver until some desired tolerance is achieved. \( \tau \) is a fictitious time-like variable that does not have units of time.
The two boundary conditions imposed in Eq. (D3) are as follows: (a) the velocity components at the boundary of the extrapolation region inside the real phase are fixed and are equal to the one-fluid velocity. That is, \( \tilde{u}_i = \bar{u} \) in the example shown in Fig. 5; and (b) the velocity components at the boundary of the extrapolation region in the ghost phase must satisfy the discrete divergence of the boundary cell (i.e., the extrapolated \( \nabla \cdot \tilde{u}_i \)). The velocity components inside the extrapolation region are solved by discretizing Eq. (D3) using second-order finite differences. This methodology ensures that the extrapolated staggered phase-wise velocity field satisfies the extrapolated phase-wise divergence field. Although Eq. (D3) only shows the extrapolation of liquid phase-wise velocities, the phase-wise velocities related to the gas phase are obtained using the same approach.

A note on the treatment of under-resolved regions must be provided here. As pointed out in Secs. IV B and V D, a minimum mesh resolution is needed to capture the interface geometry and surface-tension force accurately. The extrapolation of phase-wise fluid compressibilities and velocities becomes problematic in under-resolved areas, where poor convergence (or none at all) of the extrapolation equations may arise. A possible solution, but out of the scope of this work, would be to refine the mesh locally (i.e., use adaptive mesh refinement or AMR). Here, a different approach is proposed. A group of nodes or “block” is defined around under-resolved interface locations. The nodes inside these under-resolved domains are excluded from both the phase-wise fluid compressibility and velocity extrapolations. In these areas, it is assumed that the extrapolation region is incompressible and the phase-wise velocities correspond to the one-fluid velocity. To maintain consistency with the pressure solver, the divergence of the one-fluid velocity is zero in under-resolved interface cells despite the volume expansion or contraction that occurs under mass exchange across the interface. Regardless, phase change is still considered in the VOF method [i.e., Eq. (17a)] is still used).

Under-resolved areas are identified in high-curvature regions where the local radius of curvature is below a certain resolution threshold. This threshold is defined as \( 1/\kappa < 3\Delta x \) in two dimensions, whereas in three dimensions three curvatures and thresholds are considered: the three-dimensional curvature of the surface with \( 1/\kappa < 6\Delta x \) and the curvatures in the two principal directions used to determine the three-dimensional curvature with \( 1/\kappa_1 < 3\Delta x \) and \( 1/\kappa_2 < 3\Delta x \). That is, the three-dimensional curvature may be twice the curvature of a two-dimensional surface with the same radii of curvature (e.g., a circle and a sphere with the same diameter) and it may also be zero if the two radii of curvature cancel each other locally. Similarly, under-resolved areas are also defined around thin liquid structures or gas pockets where two conflicting extrapolations coming from two different interfaces exist.

The main goal here is to define a numerical approach that will keep the simulation advancing in time. The errors introduced with this treatment are expected to be minimal in regions where geometry errors already exist and might be dominant. The treatment of these under-resolved areas might also affect mass conservation since fluid compressibilities are neglected in the advection of the interface. For instance, the error introduced in the pressure solver when not accounting for the velocity jump due to mass exchange is related to the strength of \( n' \). For the type of flows analyzed here, the velocity jump \( (\bar{u}_g - \bar{u}_l) \cdot \bar{n} \) may be of the order of \( O(10^{-1} - 10^{-2} \text{ m/s}) \) and the velocity field is of the order of \( O(10^1 - 10^2 \text{ m/s}) \).

**APPENDIX E: VERIFICATION OF TWO-PHASE INCOMPRESSIBLE FLOWS**

1. **Standing capillary wave**

The analytical solution for the relaxation of small-amplitude, incompressible, two-dimensional capillary waves presented by Prosperetti106 is used to validate the dynamical behavior of the liquid surface in the presence of surface tension. The analytical model addresses superposed fluids with infinite depth and lateral extension, which is then solved numerically by reducing the problem to two dimensions and employing a sufficiently wide domain in the surface transverse direction with open boundary conditions. In addition, periodic boundary conditions in the wave direction are applied. Here, only the continuity and momentum equations for two-phase flows are considered.

Figure 26 depicts the amplitude decay of an initial sinusoidal perturbation. We consider a sinusoidal wave with a wavelength of 1 m and an initial amplitude of 0.01 m. Each fluid has a 1.5 m depth. The liquid density is 1000 kg/m³, and the gas density is 100 kg/m³, with a liquid viscosity of 17.989 Pa s and a gas viscosity of 1.7989 Pa s. The surface-tension coefficient is 0.01 N/m, and gravity is taken into account by placing the lighter fluid on top of the denser fluid.

2. **Liquid jet atomization**

The two-phase, incompressible limit is verified by comparing the current code’s performance to previous codes used to analyze the atomization of incompressible planar liquid jets. The early deformation of a planar liquid jet defined in Table I of Zandian et al.28 as case D3a is analyzed for this purpose. Following the...
definition of the liquid Reynolds number, \( \text{Re}_L = \frac{\rho_L u_G h}{\mu_L} \), and gas Weber number, \( \text{We}_G = \frac{\rho_G u_G^2 h}{\sigma} \), this case presents \( \text{Re}_L = 5000 \) and \( \text{We}_G = 7250 \). The jet thickness is \( h = 50 \mu m \) and the freestream gas velocity is \( u_G = 100 \text{ m/s} \), while the liquid density is set at \( \rho_L = 804 \text{ kg/m}^3 \) and the gas density is \( \rho_G = 402 \text{ kg/m}^3 \). The initial perturbation wavelength is 100 \( \mu m \). More details about the problem configuration are provided in Zandian et al.\(^{28} \) Again, only the solution of the continuity and momentum equations is addressed here.

The computational setup between both codes is different. The numerical model introduced in this paper is based on a VOF approach, while the numerical method used in Zandian et al.\(^{28} \) is based on the LS method with an artificially diffuse interface. Therefore, both codes are substantially different in how they capture the interface and address its sharpness. Moreover, the uniform mesh size used in Zandian et al.\(^{28} \) is \( \Delta x = 1.25 \mu m \) with the planar jet centered in the domain, while the results obtained with the present model use \( \Delta x = 0.667 \mu m \) with a reduced computational domain that includes fewer wavelengths of the initial perturbation and that considers symmetry boundary conditions at the center plane of the jet. The time step value is consistent with the respective numerical method.

Figures 27 and 28 show a comparison of the two approaches at different times. Both methods predict nearly identical surface deformation at 30 \( \mu s \), which validates the implemented interface capturing approach and momentum solver against a previously validated code that has been used in numerous works.\(^{25-30,116} \) There are minor differences that become apparent later in time (i.e., 50 \( \mu s \)). That is, the current code keeps a sharper interface and employs a finer mesh than the results obtained by Zandian et al.\(^{28} \) As a result, it can resolve smaller structures and high-curvature regions more effectively. Note that once the surface has deformed significantly, the symmetry boundary condition may affect the comparison between the two simulations. Additionally, the VOF results display what appears to be surface wrinkles with a very short wavelength.
These wrinkles originate from the plotting software when representing the iso-surface with $C = 0.5$ of a non-smooth dataset and do not exist in the actual computation where the proper interface reconstruction algorithms are used (i.e., PLIC).
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